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Abstract

Recent papers concerned with the Point Set Pattern Matching Problem (PSPM) (finding all
congruent copies of a pattern in a sample set) in Euclidean 3-space, R, have given algorithms with
running times that have decreased as known output bounds for the problem have decreased. In this
paper, a recent result of [2] is used to show that the volume of the output is O(kn'-®[log* n]°™"),
where k is the size of the pattern and n is the size of the sample set. This is a smaller output bound
than was previously known, and makes possible faster running times than were previously known for
this problem. We show that with mild additional restrictions on the input (roughly, that the sample
set is not too dense or the pattern set is not too small relative to the sample set), our solutions
have running times bounded by the time to sort the volume of data given by our output bounds, on
sequential computers and on a coarse-grained multicomputer (CGM). Solutions to related problems
are also discussed.
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1 Introduction

“Point Set Pattern Matching” is a geometric pattern recognition problem in which we seek to identify a
(all) representation(s) of a pattern set P in a sampling set S, where P and S are subsets of a Euclidean
space R?. Variations of the problem may require a “representation” of P in S to be P itself, as a subset
of S; a translation of P; a rotation of P; congruent, or similar, to P; approximately congruent to P; a
maximal cardinality subset of P that is congruent or similar to a subset of S; etc. Among the papers in
which such variants of the Point Set Pattern Matching problem have been studied are [2, 3, 4, 5, 6, 7,
9, 10, 11, 14, 16, 17, 19, 20].

For the exact matching (i.e., finding all congruent copies of) version of the PSPM Problem, the
fastest sequential algorithms in the literature are the following.
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e For d = 2, the algorithm of [16].
e For d =1 and for d > 3, the algorithms of [14].

e For d = 3, the algorithm of [5] has a running time of O(kn?°[Xs(n)/n]%?%logn). A faster result
is claimed in [6], but it depends on Lemma 3.2 of [6], the proof of which is incorrect (we thank
Peter Braf for pointing out the error).

In the current paper, we show that a result of [2] yields a smaller upper bound for the volume of
output to the PSPM Problem in R? than was previously known. This allows us to produce an algorithm
faster than that of [5], the best previous algorithm for the problem (also faster, in some cases, than the
questionable time claimed in [6]). We further show that under mild additional restrictions on the input,
our algorithm runs within a factor of logn of the output bound.

An implementation of our algorithm is given for the coarse-grained multicomputer (CGM) model of
computation. We also give sequential and CGM solutions to the all similarities version of the PSPM
Problem in R3.

The paper is organized as follows.

e In section 2, we define our problem, introduce relevant combinatorial results, and give an efficient
algorithm for the removal of duplicate entries from a list of lists.

e In section 3, we give bounds on the worst case output for the problem.

e In section 4, we present an algorithm for Point Set Pattern Matching in R? that can be used for
both the all-congruences and the all-similarities version of the problem. The algorithm is stated
in a high-level, architecture-independent fashion.

e In section 5, we analyze our algorithm for the sequential (RAM) model of computation, for both
the all-congruences and the all-similarities versions of the problem.

e In section 6, we analyze our algorithm for the CGM model of computation, for both the all-
congruences and the all-similarities versions of the problem.

e In section 7, we give some concluding remarks.

A preliminary version of this paper appeared in [7]. The current paper includes several improvements
on [7].

2 Preliminaries

2.1 The problem

Let P and S be finite subsets of R, |P| = k <n = |S|. We wish to identify every subset P’ of S
such that P’ is congruent to P. Alternately, we may wish to identify every subset P’ of S such that



P' is similar to P. We will abuse notation by saying (x1,...,x) is congruent (respectively, similar) to

(y1,...,yr) when we properly would say {z1, ...,z } is congruent (respectively, similar) to {y1,...,yr}.
We assume the real RAM model of computation, as described in [18]. In section 6, in which we use

parallel computers, we assume every processor conforms to this model. In order to make exact matches,

we assume trigonometric functions and square roots (for computation of the Euclidean distance) can be

computed exactly in ©(1) time.

2.2 Davenport-Schinzel sequences

Let t2(k) be the tower function defined for nonnegative integers by

1 if k=0;

Recall log" n is the minimal k such that t3(k) > n.

A Davenport-Schinzel sequence is a sequence of symbols in which long subsequences of alternating
symbols are not permitted. In particular, let A = {ay,...,a,} be an alphabet of n distinct symbols
and let A\s(n) be the maximum length of a sequence e of members of A such that e has

e 1o pair of consecutive members that are identical, and
e no subsequence of length s + 2 consisting of two alternating members of A.

Let a(n) be the extremely slowly growing inverse of Ackermann’s function. As a case of a more general
result of [1], we have the following.

Proposition 2.1 X\s(n) = O(n-2°0) = O(nlog*n). m

2.3 Unit distances in Euclidean spaces

For j € {2,3}, let D;j(n) be the maximal number, over all sets S C R’ such that |S| = n, of line segments
of unit length with endpoints in S.

Proposition 2.2

e [15, 21] There is a constant ¢ > 0 such that

plte/loglogn < Ds(n) = O(n4/3).
e [12] D3(n) = O(nl-S[Ae(n)]o.%)' -

n

We note also that Dy (n) < Ds(n).



2.4 Density properties

We will show that minor modifications of our general algorithm make it possible to solve the PSPM in
R? more efficiently if we can assume the sample set S is not too dense. In this paper, we assume the
use of the Euclidean metric for R?: for {po,p1} C R3, p; = (v, i, 2:),

d(po,p1) = [(x1—20)® + (Y1 —%0)* + (21 — 20)%]"".

The diameter, denoted diam(X), of a set of points X in a Euclidean space is the maximal distance
with respect to the Euclidean metric between members of X. In particular,

diam({po, p1,p2}) = max{d(po,p1),d(po,p2),d(p1,p2)}

We denote by d2(n) and d5(n) functions that we think of as density measures for the set S that are
determined by P. These functions are used as asymptotic bounds on the density of S with respect to a
coordinate (arbitrarily chosen as the z—coordinate) and a closest pair (respectively, a minimal-diameter
triangle) with endpoints in P. We assume our density measures satisfy the following properties.

e (Segment Density Property) Let {p.,ps} C P be a closest (with respect to the Euclidean
metric) pair in P, i.e., a pair of distinct members of P such that d2(P) = d(p,,ps), where we
define

d>(P) = min{d(a,b) | a,b are distinct members of P}.

Then for each i such that 0 < i < n,
i+ lo(si) = 2(s;)] < da(P)} = O(02(n)),
where z(p) is the z-coordinate of p.

e (Triangle Density Property) Let {py,py,pw} C P be a minimal-diameter (with respect to
the Euclidean metric) non-collinear triple in P, i.e., a non-collinear set such that ds(P) =
diam({pu, pv, Pw}), where we define

d3(P) = min{diam({a,b,c}) | a,b, and c are distinct non-collinear members of P}.
Then for each i such that 0 <i < n,

{7+ la(si) —a(sy)| < ds(P)} = O(03(n)).

Notice that these properties are always true for d»(n) = d3(n) = n. Therefore, we will assume that

d2(n) = O(n), d3(n) = O(n).



2.5 Elimination of duplicates

In a list of sets of the same size, duplicates can be eliminated efficiently by the algorithm of the following
proposition.

Proposition 2.3 Let X be a well-ordered set such that for {xo,xz1} C X, it can be decided in O(1) time
if xo < x1 orif xg = 1. Let W be a list of n sets such that each member of W is a subset of X with
cardinality k. Then duplicate members can be eliminated from the listing of W in O(knlogn) time.

Proof: We give the following algorithm.

1. Sort all the members of W individually by lexicographic order. The time required by these sorts
is ©(knlogk).

2. Sort W by lexicographic order. This takes O(knlogn) time.

3. Perform a prefix operation to eliminate each member of W that is equal to a predecessor on the
ordered list . This takes O(kn) time.

The algorithm takes O(knlogn) time altogether. B

3 Output bounds

In this section, we obtain an upper bound for the amount of data produced in solution to the PSPM
Problem in R3.

Proposition 3.1 [2]. Let P be a triangle and let S be subset of R?, with n = |S|. Then a listing of all
triangles P’ with vertices in S such that

e P'is congruent to P, has O(n'®[log*n]°")) output.

e P'is similar to P, has O(n??) output. B

The result below for the general case for congruences improves upon the output bound of [5].

Proposition 3.2 Let P and S be finite subsets of R3, with |P| = k < n = |S|. Then a listing of all
subsets P' of S such that P’ is congruent to P has

. O(knl'S[)‘GT(L")]O'%) output if P is a collinear set;

o O(kn"®log* n]°M) output in general.

A listing of all subsets P' of S such that P' is similar to P has



o O(kn?) output if P is a collinear set;

e O(kn?2) output in general.

Proof: Let P = {po,p1,-.-,pk—1}. The collinear case for congruences was given in [5]. Therefore,
we assume without loss of generality that pg,p;, and ps are not collinear. By Proposition 3.1, there are
O(n'8[log*n]°M) triangles with vertices in S that are congruent to {po, p1,p2}. For each such triangle
there is at most a constant number of (k — 3)-tuples of members of S that complete a congruence with
P. Hence a listing of all such congruences has O(kn'®[log*n]°()) output.

For similarities, we reason as follows. If P is a collinear set, then for each of the ©(n?) segments
(si,s;) with endpoints in S, there are at most two (k — 2)-tuples (s;,, ..., si,_,) of members of S that
complete a similarity with P determined by matching (s;,s;) with (po,p1). Hence in this case, a listing
of all subsets of S that are similar to P has O(kn?) output. In the general case, the asserted volume
of output, O(kn??), for subsets P’ of S that are similar to P is easily derived from Proposition 3.1 by
mimicking the argument given above for congruences. B

The following gives a lower bound for the volume of the worst case output for the congruent version
of the PSPM Problem in R3. The assertion is incorrectly stated in [6], where the proof given is valid
for the corrected statement. We thank Peter Braf} for pointing out this error.

Proposition 3.3 [6] The worst case volume of output in listing all solutions to the congruent version
of the PSPM Problem in R? is Q(max{k*>Dy(%), D3(n)}). &

4 Our algorithm

In this section, we give our algorithm for the Point Set Pattern Matching Problem in R®. In sections 5
and 6, we analyze its running time for both the all congruences and all similarities versions of the
problem, on sequential and coarse-grained parallel computers.

Let S = {so,81,---,8n-1}. Let P = {po,p1,...,pk—1}. Without loss of generality, i # j implies
pi # pj and s; # s;.

In the following, we use “match” to mean either “is congruent to” or “is similar to,” according to
whether we are working with the congruence or similarity version of the PSPM Problem.

1. Determine whether or not P is a collinear set. If so, solve the problem by an algorithm designed
for this special case. Otherwise, note an index r such that {po,p1,p,} is not a collinear set.

2. Find each triple (s;,sj, sn) of vertices in S that matches (po,p1,pr). The details of how this is
done differ somewhat between the congruent and similar versions of the PSPM Problem; they are
explained in sections 5 and 6.



3. If k > 3, proceed as follows. For each triple (s;, s;, sy ) of vertices in S that matches (po,p1,pr),
determine the unique rigid transformation f;j., of R® such that fijn(po) = si, fijm(p1) = s;, and
fijm(pr) = sm.

4. For each of the rigid transformations f;j,, of R® determined above, compute the set
Viim = {fiim(pg) |2<q<k—1, ¢#r}

and, for each of its members fij., (pq), determine via a search of S which, if any, member of S that
fijm(pg) equals. If fijm(pg) & S, discard the triple (i,j,m). If Vijm C S, then fi;m(P) C S.

5. Among the sets fijn, (P) that match P, there may be duplicate sets determined by distinct fijn,.
If desired, we may eliminate such duplication via the sequential algorithm of Proposition 2.3, or
its parallel analog, Proposition 6.6.

5 Sequential analysis

In this section, we discuss implementation of the algorithm presented above on a sequential computer,
for both the all congruences version and the all similarities version of the PSPM Problem in R3.

5.1 All congruences

We start with the special case of a collinear pattern set.

Theorem 5.1 Let P and S be finite subsets of R®. Let |P| = k < n = |S|. Suppose P is a collinear set.
Then every subset P' of S such that P' is congruent to P can be identified on a sequential computer in

o O(n?® + kDs(n)logn) = O(n? + kn'-5[201025 1600 time, in general;

n

e O(kndz(n)logn) = O(lcnl"r’[)‘E’T(")]0'25 logn) time, if d2(n) = O(Ds(n)/n).

Proof: The general case was shown in [5]. Therefore, we assume d3(n) = O(D3(n)/n). We give the
following algorithm for this case.

1. Apply a minimum operation to each of the ©(k?) pairs of distinct points in P to obtain da(P), the
length of the shortest line segment with endpoints in P. The time required is ©(k*) = O(kn). In
©(1) additional time, we may swap at most two pairs of points so that d(po,p1) = d2(P).

2. Sort S with respect to lexicographic order. This takes ©(nlogn) time.

3. Use a parallel prefix and a parallel postfix operation so that each s; € S knows the range S? of
members of S that differ from s; with respect to the xz-coordinate by at most dz(P). This takes
O(n) time. Notice |SY| = O(d2(n)).



4. Note that if d(s;,s;) = do(P), then s; € S*. For each s; € S, scan the corresponding subrange
S? C S to determine which s; € S satisfy d(s;, s;) = d2(P). The time required is O(nds(n)), and
the number of pairs satisfying d(s;, s;) = d2(P) is O(nd2(n)).

5. For each pair (s;, s;) satistying d(s;, s;) = d2(P) (hence matching (po,p1)) and m € {2,3,...,k—1},
use a binary search of S to determine if there exists s,(,,) € S such that (s;,s;,54(m)) matches
(Po, 1, Pm). If a search fails, discard (s;, s;); otherwise, (s;, 5;, 8¢(2), - - - » Sq(k—1)) matches P. These
operations require O(kndz(n)logn) time.

6. It may happen that the same match of P is discovered more than once in the previous step.
If desired, duplicate matches of P may be eliminated via the algorithm of Proposition 2.3 in
O(knd2(n)logn) time.

Thus, our algorithm uses O(kndz(n)logn) time. Since we assumed d2(n) = O(Ds(n)/n), it follows
that the running time is O(kDs(n)logn) = O(k:nl"r’[)‘E’T(")]0'25 logn), which is within a factor of logn of
the output bound of Proposition 3.2. B

Theorem 5.2 Let P and S be finite subsets of R®. Let |P| = k <n = |S|. Then every subset P' of S
such that P’ is congruent to P can be identified on a sequential computer in

o O(n? + kDs(n)logn) = O(n? + kn'3[2eM))025 160 0) time, if P is a collinear set;

n

e O(knd2(n)logn) = O(kn1'5[>‘6—(n)]0'25 logn) time, if P is a collinear set and 62(n) = O(D3(n)/n);

e O(min{d3(n)Ds(n),n[ds(n)]?} + kn'®logn[log*n]°M) =
As(n)

n

On>* 221025 4 k'S log nflog” n]®M)) time,

in general;

o O(kn[d3(n)]*logn) = O(kn'®logn[log® n]°W) time, if k> = O(n[ds(n)]?logn) and 63(n) =
O(n®*[log* n]°M).

Proof: We consider the steps of the algorithm given in section 4.

1. It may be decided whether or not P is a collinear set in O(k) time by a simple scan of P, and if
P is collinear, the assertions for collinear P follow from Theorem 5.1. Without loss of generality,
we proceed assuming that we have determined that pg,p;, and ps, are members of P that are
not collinear. If we are assuming k> = O(n[d3(n)]?logn) and d5(n) = O(n®*[log* n]°M), we
further assume (by swapping ©(1) pairs of points) that (po,p1,p2) is a minimal-diameter triple
of non-collinear members of P. This assumption costs O (k%) time, via application of a minimum
operation to the ©(k?) triples of members of P. Note in the general case, we skip this ©(k?)-time
minimum operation. Let d3 = diam({po,p1,p=}) (this computation takes G(1) time).



2. Finding the triples (s;, sj, sx) that match (pg,p1,p2) is done as follows.

e Sort S with respect to lexicographic order. This takes ©(nlogn) time.

e Use a parallel prefix and a parallel postfix operation so that each s; € S knows the range S°
of members of S that differ from s; with respect to the xz-coordinate by at most d3. This
takes ©(n) time.

Let 0 = max{|S?|}”,. We need not compute o as part of our algorithm, as we use o only
in our analysis. Note we have

> = { O(n)  in general;
O(83(n)) if k> = O(n[63(n)]?logn) and d3(n) = O(n®*[log™ n]°W).

e For each s; € X, scan the corresponding subrange S C S to determine which s; € S satisfy
d(si,sj) = ds. The time required is O(no). The number of pairs satisfying d(s;,s;) = ds is
O(min{Ds3(n),no}).

e For each pair (s;,s;) such that d(s;, s;) = ds, scan the subrange S* C S for members s, such
that (s;,s;,s,) matches (po,p1,p2). For one pair (s;, s;), this takes O(o) time, so the total
time required is O(min{oD3(n),no?}).

Let A(n) be the number of triples (s;, s;j, Sm) of members of S such that (s;, s;, sm) is congruent
to (po,p1,p2)- It follows from Proposition 3.1 that

A(n) = O(min{n'®[log* n]°M no?}). (1)

3. For each triple (s;, s, s,,) of vertices in S that matches (po,p1,p2), determining the transformation
fijm requires ©(1) time. Altogether, the time required is ©(A(n)).

4. Computing every Vj;, and, for each of its members fi;., (pq), determining via a binary search of S
which, if any, member of S that fi;m(py) equals, requires, altogether, O(kA(n)logn) time.

5. Elimination of duplicate matches of P is done via the algorithm of Proposition 2.3. The time
required is O(kA(n)logn).

Thus, the time required by the algorithm is, in general,
O(min{oD3(n),no*} + kA(n)logn), (2)

which simplifies as
As(n)

n

O(n*9] 1% 4+ kn'®logn[log* n]°M).



When k> = O(n[d3(n)]?logn) and d3(n) = O(n®*log* n]°M), we have the additional ©(k?)-time
minimum step; also, in this case, 0 = O(d3(n)), so the expression (2) for the time required must be
modified as

O(K® + n[ds(n)]2 + kA(n)logn) = O(kn[ds(n)]*logn) = O(kn'*®lognllog* n]°M),

which is within a factor of logn of our output bound. B

n0.7

Notice that if & = Q(m), the running time for the general case of the problem also simplifies as

O(kn'®logn[log* n]°M), within a factor of logn of our output bound.

5.2 All similarities

In this section, we discuss the similarities version of the PSPM Problem for a sequential computer.
Again, we start with the special case of a collinear pattern set.

Proposition 5.3 Suppose P is a collinear set. Then every subset P' of S such that P' is similar to P
can be identified on a sequential computer in O(kn®logn) time.

Proof: We give the following algorithm.

1. Sort S by lexicographic order. This takes ©(nlogn) time.

2. For each pair (s;,s;) of distinct points in S, determine a rigid transformation f;; of R* such that
fij(po) = si, fij(p1) = s;j. This takes ©(n?) time.

3. For each transformation f;; and for each m € {2,...,k — 1}, use a binary search to determine if
fij(pm) € S. If for each m, f;j(pm) € S, then f;;(P) is a subset of S that is similar to P; otherwise,
fij(P) is not similar to P. These operations take O(kn?logn) time.

4. A subset of S that is similar to P may have been discovered by more than one f;;. If desired,
duplicates may be removed from the list of similarities by the algorithm of Proposition 2.3 in
O(kn?logn) time.

Our algorithm uses O(kn? logn) time. B

Theorem 5.4 Let P and S be finite subsets of R®. Let |P| = k <n =|S|. Then every subset P' of S
such that P’ is similar to P can be identified on a sequential computer in

e O(kn’logn) time if P is a collinear set;
e O(n® + kn*Zlogn) time, in general.

Proof: We consider the steps of the algorithm given in section 4. The analysis follows.

10



1. We can determine whether or not P is collinear in O(k) time by a simple scan of P. If P is
collinear, solve the problem via the algorithm of Proposition 5.3 in O(kn?logn) time. Thus, the
collinear case requires O(kn? logn) time, which is within a factor of logn of the output bound for
this case.

If P is not collinear, we note an index r such that pg, p1, and p, are not collinear, and we proceed
as follows. Without loss of generality, r = 2 (since otherwise, we may use a ©(1)-time swap).

2. Finding the matching triples can be done in ©(n?) time by forming all triples of members of S
and, for each triple, determining if it is similar to (pg, p1,p2). By Proposition 3.1, O(n??2) of these
triples are similar to (po, p1,p2).

3. Determining the transformations f;j, requires O(n*?) time.

4. Sort S by lexicographic order in ©(n logn) time. Then, for every f;jm(py), determining via a binary
search of S which, if any, member of S that fijn(p,) equals, requires, altogether, O(kn??logn)

time.

5. If desired, duplicate (set) matches of P in S may be eliminated via the algorithm of Proposition 2.3
in O(kn*?logn) time.

Thus, the general case requires O(n® + kn2?logn) time. B

0.8

Note that if £ = Q(F£

fogz)» then the running time is O(kn??logn), which is within a factor of logn

of our output bound.

6 Analysis: coarse grained multicomputer

6.1 Preliminaries

The Coarse Grained Multicomputer, or CGM (n,p), consists of p processors, each of which has Q(%)
local memory (i.e., (%) memory cells of ©(logn) bits apiece). The term Coarse Grained implies that
the number of processors is “considerably less” than n; we assume, as is typical, p?> < n. See [13] for
more about this model of parallel computation.

We use the symbol Ts,t(n,p) to refer to the time required by a CGM (n,p) to sort ©(n) data. We

will use the following results.
Lemma 6.1 [8] For positive integers k, n, p, we have
k 'Tsort(nap) = O(Tsort(knap))

on a CGM (kn,p). &

11



Proposition 6.2 [8] Let X = {z1,...,z,} be a set of data values distributed ©(%) per processor of
a CGM(n,p) and let o be an associative binary operation on X that may be computed in ©(1) time.
Then a semigroup operation that computes ¢y o s o ... 0z, can be computed in @(% + Tsort(p?,p))
time. At the end of the operation, the result of the computation is stored in every processor. B

Proposition 6.3 [8] Let X = {z1,...,z,} be a set of data values distributed ©(3) per processor of
a CGM(n,p) and let o be an associative binary operation on X that may be computed in ©(1) time.
Then a parallel prefix operation that computes the set of prefix values {z;,z1 0®a,...,z10230...02,}
can be computed in 6(% + Tsort(p?,p)) time. At the end of the operation, the prefix #; o...0z; is in

the same processor as z;, i € {1,...,n}. &

Proposition 6.4 [9] Let X and Y be lists of data, each evenly distributed among the processors of a
CGM(m + n,p), where |X| = m and |Y| = n. Then a parallel search, in which each member of X
searches Y for a value or a range of values, may be performed in ©(Tsort(m + n,p)) time. A

Proposition 6.5 [9] Let X = {z1,...,x,}. Let m be a fized integer, 1 < m < n. Then the set of
all combinations of members of X taken m at a time, {{x;,..., 2, } | 1 <i1 <...<ipm <n}, can be

formed in
m

O(n? + p'Tsort(nap)) = O(TSOT‘t(nm’p)) time

-1

on a CGM(n™,p). If p* = O(%—) (which must be true for m > 2), the running time is 6(%). ]

logn

The next result is a CGM version of Proposition 2.3.

Proposition 6.6 [9] Let X be a well-ordered set such that for {zo,z1} C X, it can be decided in ©(1)
time if xg < x1 orif xg = x1. Let W be a list of n sets such that each member of W is a subset of X with
cardinality k < n. Then duplicate members can be eliminated from the listing of W in O(Tsort(kn,p))
time on a CGM (kn,p). &

6.2 CGM Analysis: all congruences

In [9], an algorithm was given to solve the congruent version of the PSPM Problem in R®. However,
the resources claimed for this algorithm depend on the incorrect Lemma 3.2 of [6]. In this section, we
give a correction and improvements.

First, we consider the special case of a collinear pattern set. We have the following.

12



Proposition 6.7 [9] Let P and S be finite subsets of R?. Let |P| = k < n = |S|. Suppose there is a line
L C R? such that P C L. Then every subset P’ of S such that P’ is congruent to P, can be identified
using a CGM (n? + kDs(n),p) in

n? n? X6 (n)

O(; + Tsort(kDs(n),p)) = O(; + Tyore(kn'°] %%, p)) time. M

n

A somewhat different solution that in some circumstances is more efficient, is given in the next result.

Proposition 6.8 Let P and S be finite subsets of R®. Let |P| = k < n = |S|. Suppose there is a line
L C R? such that P C L. Then every subset P' of S such that P' is congruent to P, can be identified
using O(Tsor¢ (knd2(n),p) + p-Tsore(n,p)) time on a CGM (np + kD3(n),p). If 62(n) = O(Ds(n)/n),
the running time of the algorithm simplifies as

Ol 22025 )

Proof: We give the following algorithm.
1. Sort S into lexicographic order. This takes O(Tsort(n,p)) time.

2. Notice every processor has sufficient memory to store its own copy of the complete lists P and S.
Rotate the data of P and S through all processors via p — 1 sort operations so that each processor
can accumulate both lists in their entirety. This takes

@(p : Tsort(k + nap)) = @(p : Tsort(nap)) time.

3. Form the ©(k?) pairs of distinct members of P. Every processor can form @(%2) pairs in

B pkn

C)
(p p

) = O(Tsort(kn,p)) time.
4. Compute dz(P), the minimum length of the line segments determined in the previous step, via a
semigroup operation in
k? ) kn
9(; + Tsort(p™,p)) = O(? + Tsort(n,p)) = O(Tsort(kn,p))
time. At the end of this step, all processors know the value of dy(P) and the coordinates of a pair
of members of P, without loss of generality (via a constant number of ©(1)-time swaps in each
processor’s copy of P), pp and p;, such that d(po,p1) = d2(P).

5. Recall each processor has a copy of the ordered list S. In parallel, each processor does the following
for ©(n/p) members of S. Perform a binary search so that each s; € S knows the subrange S* C S
such that s; € S* implies |z(s;) — z(s;)| < d2(P). This takes O(%) = O(Tsort(n,p)) time.
Note that |S¢| = O(62(n)).

13



6. Each s; € S can scan S? to determine all pairs (s;, s;) of members of S such that d(s;, s;) = d2(P).
These scans take O(mbe")) time.

Let t be the number of pairs (s;, s;) such that d(s;, s;) = da(P). Then

t = O(min{nd2(n),D3(n)}).

7. Use a parallel prefix operation to distribute the pairs (s;, s;) of members of S, such that d(s;, s;) =

dy(P), evenly among the processors. This takes
ndz(n) ndz(n)

p

O( + Tsort(pzap)) = (Since p2 S TL) O( + Tsort(nap)) time.
8. For every pair (s;,s;) such that d(s;,s;) = d2(P), conduct the at most k — 2 searches necessary
to determine if for all m > 2, there exists s,(,,) € S such that (s;, sj,5,(m)) matches (po,p1,Pm)-

Since each processor has its own copy of S, these operations take

ktlogn

O(p

) = O(Tsort(kt,p)) time.

9. Use a parallel prefix operation to determine from the previous step which subsets of S match P.
This takes

kt
O(; + Ts""t(p2;p)) = O(Tsort(kt+p2:p)) = O(Tsort(kt +n,p)) time.

10. If desired, we may remove duplicate matches of P listed in the previous step via the algorithm of
Proposition 6.6. This takes O(Tsor¢(kt,p)) time.

The time required by this case of our algorithm is

ndz(n)

O( + Tsort(kt+nap) + p'Tsort(nap)) = O(Tsort(kn62(n);p) + p'Tsort(nap))'

Note that if d2(n) = O(D3z(n)/n), the running time of the algorithm simplifies as

As(n
O(Tsort(kDii(n)ap) + Tsort(nl.sap)) = O(Tsort(knl.s[#]025,}7))- u
Theorem 6.9 Let P and S be finite subsets of R®. Let |P| = k < n = |S|. Then every subset P' of
S such that P' is congruent to P can be identified on a CGM (nD3(n),p) in running times given as
follows.

e If P is a collinear set:

2 n? e (n)

in O(% + Tsort(kDS(n)ap)) = O(; + Tsort(knl.s[ ]0.25)1))) time;

n

14



e If P is a collinear set and d2(n) = O(D3(n)/n):

Aﬁ (n)

in O(Tsort (kn*?] 1922, p)) time;

nz.s[ki(bn) ]0.25

e O + Tuort(knt®log* n]°M p)) time, in general.

p

Proof: We give analysis for the algorithm of Section 4.

1. Determining whether or not P is a collinear set (together with other useful chores) can be done as
follows.

e Sort X with respect to the lexicographic order of the s; entries. This takes ©(Tsort(n,p))
time.

e Notice that each processor has sufficient memory for copies of the complete lists P and S. Use
p — 1 sort steps to circulate the data of P and S among the processors so that each processor
can accumulate these complete lists. This takes

O Tsort(k +n,p)) = O(Tsort(np,p)) = O(Tsort(nl'S;p)) time.

e Determine in 6(%) time if each p,,, m > 1, is collinear with {pg, p1}.

e Perform a semigroup (AND) operation in 6(% + Tsort(p*,p)) = O(Tsort(n,p)) time to
determine from the results of the previous step if P is a collinear set.

Note we have assumed asymptotically more memory than in Proposition 6.7 and Proposition 6.8.
Therefore, if P is a collinear set, proceed with the algorithm of Proposition 6.7 or the algorithm
of Proposition 6.8. The asserted times for the corresponding cases follow from these Propositions.
We therefore proceed assuming that P is not collinear.

The discovery of non-collinearity may be followed by a semigroup (minimum) operation, requiring
6(% + Tsort(p?,p)) time, to note an index r such that pg,p1,p, are not collinear, broadcasting r
to all processors in O(p) time, and having every processor swap p, with ps (so that po,p;,ps are
not collinear) in the processor’s copy of P. In an additional ©(1) time, each processor computes

d3 = diam({p07 p17p2})'

2. We find each triple of members of P that matches (po, p1,p2) as follows.

e Use local binary searches (i.e., within a processor’s copy of S) so that each s; € S knows the
range S* of members of S that differ from s; with respect to the z-coordinate by at most ds.
This takes 6("—1‘;@) = O(Tsort(n,p)) time. Note that |SI| = O(n).
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e For each s; € S, scan the corresponding subrange S° C S to determine which s; € S satisfy
d(si,sj5) = dz. This takes O(%Z) time. It follows from Proposition 2.2 that the number of
pairs satisfying d(s;,s;) = ds is O(D3(n)). We use a parallel prefix operation to distribute
these pairs evenly among the processors; this takes O(%2 + Tyore(p?,p)) time.

e For each pair (s;,s;) such that d(s;,s;) = ds, scan the corresponding subrange S C S for

members s, such that (s;,sj, sq) matches (po,p1,p2). The time required is O(%@), and
the number of triples matching (po, p1,p2), A(n), satisfies equation (1).

e We now have all triples of points in S that match (po,p1,p2). We apply a parallel prefix oper-
ation to the set of triples examined above in order to distribute evenly among the processors

those triples that match (po,p1,ps). This takes O(%f") + Tsore(p?,p)) time.
3. Determining the transformations f;;,, takes O(AT")) = O(Tsort(A(n),p)) time.

4. We can now find all subsets of S that are congruent to P, as follows. For each triple (s;, s;, Sm)
that matches (po,p1,p2), determine if fijnm ({p3,-..,Pr—1}) C S by searching S for each fijm(pq),
and, if so, the corresponding members of S. Since every processor has its own copy of S, this takes

kEA(n)logn

O( )

) = O(Tsort(kA(n),p)) time.

5. If desired, duplicate matchings of P in the list produced by the previous step can be eliminated
by the algorithm of Proposition 6.6 in O(Tsr:(kA(n),p)) time.

Our algorithm runs in

2.57X6(1)70.25
nDs() | 1 (kA®).p) = 0(u

. 2t Ty (k' ¥llog” n]O), p) time.

o(

.7

Note if k = Q(2-—), the running time for the general case simplifies as O(Tsor (kn'-3[log* n]°M), p)),

logn

the time required to sort a volume of data equal to our output bound.

6.3 CGM Analysis: all similarities

In this section, we consider the similar version of the PSPM Problem on a CGM. We start by considering

the special case of a collinear pattern set.

Proposition 6.10 Suppose P is a collinear set. Then every subset P’ of S such that P' is similar to
P can be identified on a CGM (kn?,p) in O(Tsort(kn?,p)) time.

Proof: We give the following algorithm.
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1. Sort S by lexicographic order. This takes O(Tsop¢(n, p)) time.
2. Form all pairs of distinct members of S in O(Tse(n?, p)) time, by the algorithm of Proposition 6.5.

3. Rotate P throughout the processors so that every processor has a copy of P. The time required
for this step is O(p - Tsort(k,p)) = O(Tsort(kp,p)).

4. For each pair (s;,s;) of distinct points in S, determine a rigid transformation f;; of R? that takes
po to s; and p1 to s;. This takes @("Tf) time.

5. For each transformation f;; and for each m € {2,...,k — 1}, determine if f;;(pm) € S. This is
done by conducting a parallel search. By Proposition 6.4, this takes ©(Ts,.:(kn?,p)) time.

6. If for each m, fij(pm) € S, then f;;(P) is a subset of S that is similar to P; otherwise, f;;(P)
is not a subset of S. In @(k%2 + Tsore(P?,p)) = O(Tsore(kn?,p)) time, use a parallel prefix
operation to determine from the previous step which subsets of S match P.

7. A subset of S that is similar to P may have been discovered by more than one f;;. If desired,
duplicates may be removed from the list of similarities by the algorithm of Proposition 6.6 in
O(Tsort(kn?, p)) time.

Our algorithm uses O(Tyor¢(kn?,p)) time. B
Theorem 6.11 Let P and S be finite subsets of R®. Let |P| = k <n = |S|. Then every subset P' of S
such that P' is similar to P can be identified on a CGM (n® + kn?2,p) in

o O(Tsore(kn?,p)) time, if P is a collinear set;

. O["Tf + Tsort(kn>2,p)] time, in general.

Proof: We show the algorithm of section 4 can be implemented in the times claimed.

1. We determine whether or not P is a collinear set as follows.

e Broadcast pg and p; to all processors in O(p) time.

e Use a semigroup AND operation to determine if, for all m € {2,3,...,k — 1}, {po,p1,pm} is
a collinear set. This takes @(% + Tsore(p?,p)).

If P is a collinear set, we proceed to solve the problem via the algorithm of Proposition 6.10 in
O(Tsort(kn?,p)) time. Otherwise, we continue as follows. We assume a point p, was noted such
that {po,p1,pr} is not collinear. In O(p) time, swap p2 and p, so that {po, p1,p2} is not collinear.

2. Finding triples of members of S that are similar to the triple (po, p1,p2) is done as follows.
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e Form all triples of members of S. By Proposition 6.5, this takes @(§) time.
e In O(p) time, broadcast ps to all processors. Now every processor has {py, p1,p2}.

e For each of the ©(n?) triples (s;, s, $im) of members of S, determine whether or not (s;, 85, $m)
is similar to (po,p1,p2). This takes @(”Tf) time.

e By Proposition 3.1, O(n??) of the triples of members of S are similar to (po, p1, p2). Perform
a parallel prefix operation to distribute these triples evenly among the processors in

TL3 3

n .
6(_ + Tsort(p2ap)) = 6(_) time,
p p

by Proposition 6.3.

3. Computing the rigid transformations f;;m, requires O(%) time.

4. Determining the sets Vjn, takes O(%) time. In an additional O(Ts,.¢(kn?,p)) time, we can
search for their members in S, then apply a parallel prefix operation to the results of the searches
in

kn2?2

O( + Tsort(p27p)) = O(Tsort(kn2'2,p)) time

to determine which Vjy, satisfy Vij, C S, and, for those that do, the corresponding members of
S.

5. The same subset of S may correspond to more than one Vjj,,. If desired, we may eliminate
duplicates via the algorithm of Proposition 6.6 in O(Tsep¢(kn?2,p)) time.

Our algorithm therefore requires O(%3 + Tsort(kn??,p)) time. W

.8

Note if & = Q(L), then the running time is O(Ts,rt(kn®?,p)), the time to sort a volume of data

logn
equivalent to our output bound.

7 Further remarks

We have given an algorithm to solve the Point Set Matching Problem in R3. The algorithm runs in
O(n2'5[>‘GT(")]0'25 + kn'®logn[log* n]°"M) sequential time for the all congruences variant of the problem.
The previous fastest algorithm for this problem, that of [5], runs in O(kn>®°[X\s(n)/n]% logn) sequential
time. (The faster time asserted in [6] is dubious due to an error in Lemma 3.2 of [6]. However, in
some cases our running time is faster than that claimed in [6]. Our implementation of this algorithm
on a coarse-grained multicomputer similarly corrects the asserted result of [9].) Notice that for both
the sequential (RAM) and CGM models of computation, we have studied interesting cases for which
our running times are faster than in general; these include cases with running times asymptotically
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bounded by the sorting times for the output bounds. We have also obtained efficient solutions to the all

similarities variant of the problem.

Our improvement of the running time of the algorithm of [5] is largely due to the observation of

a smaller bound on the volume of output than was previously observed. There are gaps between our

running time and our upper bound on the output, and between our upper bound for the output and the

lower bound for the worst case output. Thus, further improvements in the running time of a solution to
the PSPM Problem in R may be possible.
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