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1. THE IMAGE

1. An image is a spatial representation of an object,
a two-dimensional or three-dimensional scene, or
another image. It can be real or virtual as in optics.
In computer vision, “image” usually means recorded
image such as a video image, digital image, or
picture. It may be abstractly thought of as a con-
tinuous function I of two variables defined on some
bounded and usually rectangular region of a plane.
The value of the image located at spatial coordinates
(r, ¢) is denoted by I(r, c¢). For optic or photographic
sensors, I(r, ¢) is typically proportional to the radiant
energy received in the electromagnetic band to which
the sensor or detector is sensitive in a small area
around (r, ¢). For range finder sensors, I(r,c) is a
function of the line of sight distance from (r, ¢) to an
object in the three-dimensional world. For a tactile
sensor, I(r, ¢) is proportional to the amount that the
surface at and around (r,c) deforms the sensor.
When the image is a map, [(r,c) is an index or
symbol associated with some category such as a
color, a thematic land use category, a soil type, or a
rock type. A recorded image may be in photographic
format, video signal format, or digital format.

2. A video image is an image in electronic signal
format capable of being displayed on a cathode ray
tube screen or monitor. The video signal can be
generated from devices like a CCD camera, a
vidicon, a flying spot scanner, a tactile sensor, a
range sensor, or a frame buffer driving a digital to
analog converter. Video images have two common
formats. In the frame format, the video signal itself
is a sequence of signals, the ith signal representing
the ith line of the image. The ith signal is separated
from the (i + 1)st signal by a horizontal sync or pulse.
Each video frame is separated from the next video
frame by a vertical sync pulse. In the interlaced
format, the video signal is divided into two fields.
The first field contains all the odd numbered lines
and the second field contains all the even numbered
lines. As in the frame format, the ith line of the field
is its ith signal, and it is separated from next line of
the field by a horizontal sync pulse. Successive fields
are separated by vertical sync pulses.

3. The gray level, gray shade, gray tone, gray tone
intensity, image intensity, image density, brightness,
or image value is a number or value assigned to a
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position on an image. For optic or photographic
sensors, the image intensity at (r, ¢) is proportional
to the integrated output, reflectance, or trans-
mittance of a small area, usually called a resolution
cell or pixel, centered on the position (r,c). Its
value can be related to transmittance, reflectance, a
coordinate of the tristimulus, ICI, YIQ, or RGB
color coordinate system, brightness, radiance, lum-
inance, density, voltage, or current.

4. Resolution is a generic term which describes
how well a system, process, component, material, or
image can reproduce an isolated object consisting of
separate closely spaced objects or lines. The limiting
resolution, resolution limit or spatial resolution is
described in terms of the smallest dimension of the
target or object that can just be discriminated or
observed. Resolution may be a function of object
contrast and spatial position as well as element shape
(single point, number of points in a cluster,
continuum, or line etc.).

5. A resolution cell is the smallest most elementary
areal constituent having an associated image inten-
sity in a digital image. A resolution cell is referenced
by its spatial coordinates which are the center coor-
dinates of its area. The resolution cell or spatial
formations of resolution cell constitute the basic unit
for low level processing of digital image data. Reso-
lution cells usually have areas which are square,
rectangular, or hexagonal.

6. Acutance is a measure of the sharpness of edges
in a photograph or image. It is defined for any edge
by the average squared rate of change of the image
intensity across the edge divided by the total image
intensity difference from one side of the edge to the
other side of the edge.

7. The contrast of an object against its background
can be measured by: (1) its contrast ratio, which is
the ratio between the higher of object transmittance
or background transmittance to the lower of object
transmittance or background transmittance; (2) its
contrast difference, which is the difference between
the higher density of object or background to the
lower density of object or background; (3) its contrast
modulation, which is the difference between the
darker of object or background image intensity and
the lighter of the two divided by the sum of object
image intensity and background image intensity.

8. A pixel, picture element, or pel is a pair whose
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first member is a resolution cell or (row, column)
spatial position and whose second member is the
image intensity value or vector of image values
associated with the spatial position.

9. A voxel, short for volume element, is an ord-
ered pair whose first component is a (row, column,
slice) location of a volume rectangular parallepiped
and whose second component is the vector of proper-
ties in the rectangular parallelpiped volume.

10. An edgel, short for edge element, is a triplett
whose first component is the (row, column) location
of a pixel, whose second component is the position
and orientation of an edge running through the pixel,
and whose third component is the strength of the
edge.

11. Raster scan order refers to the sequence of
pixel locations obtained by scanning the spatial
domain of an image in a left to right scan of each
image row with the rows taken in a top to bottom
ordering. Frame format video images are images
scanned in raster scan order.

12. A range image is an image in which each pixel
value is a function of the distance between the pixel
and the object surface patch imaged on the pixel.
Depending on the sensor and preprocessing used to
create the range image, the distance can be the
distance between the image plane and the ranged
surface patch, the line of sight distance between the
pixel and its corresponding ranged surface patch or
some function of these distances and the pixel’s
position.

13. A digital image, digitized image, or digital
picture function is an image in digital format and is
obtained by partitioning the area of the image into
a finite two-dimensional array of small uniformly
shaped mutually exclusive regions called resolution
cells and assigning a representative image value to
each such spatial region. A digital image may be
abstractly thought of as a function whose domain is
the finite two-dimensional set of resolution cells and
whase range is the set of possible image intensities.

14. Rangel is the range data element produced by
a range sensor. It is a pair whose first member is
a row column spatial position and whose second
member is the range value or a vector whose first
component is the range value and whose second
component is the image intensity value.

15. A depth map or range map is a digital range
image in which the range value in each pixel’s posi-
tion is the distance between the image plane and the
ranged surface patch corresponding to the pixel.

16. An orientation map is a digital image in which
each pixel contains the 3D orientation vector of the
normal to the 3D surface patch corresponding to the
pixel position.

17. A multi-image set or multi-band image is a set
of registered images each related to the same subject
but taken at different times, from different positions,
with different lighting, with different sensors, at dif-
ferent electromagnetic frequencies, with different

polarizations, or from different sections of the
subject. Although tnere is a high degree of infor-
mation redundancy between images in a multi-image
set, each image usually has some information not
available in any one of or combination of the other
images in the set. If the multi-image set has N images,
then each resolution cell is associated with an N-
tuple of image values.

18. A multi-spectral image is a multi-band image
in which each band is an image taken at the same
time, but sensitive in a different part of the elec-
tromagnetic spectrum.

19. A time varying image, multi-temporal image,
dynamic imagery, or image time sequence is a multi-
image set in which each successive image in the set
is taken of the same scene at a successive time.
Between successive snapshots, the objects in the
scene may move or change and the sensor may move.

20. A binary image is an image in which each pixel
takes either the value zero or the value one.

21. A gray scale image or a gray level image is an
image in which each pixel has a value in a range
larger than just 0 or 1. Gray scale images typically
have values in the range 0 to 63, 0 to 255, or 0 to 1023
corresponding to 6 bit, 8 bit, or 10 bit digitizations.

22. A symbolic image is an image in which the
value of each pixel is an index or symbol.

23. A histogram or image histogram is a function
h defined on the set of image intensity values to the
non-negative integers. The value A(k) is given by the
number of pixels in the image having image intensity
k. For images having a large gray tone range, the
image will often be quantized before being his-
togrammed or will be quantized on the fly during the
histogramming process.

2. PHOTOMETRY AND ILLUMINATION

24, Luminous flux is radiant power evaluated
according to its capacity to produce visual sensation.
Luminous intensity in a given direction is measured
in terms of luminous fiux per steradian. The unit of
luminous intensity is the candela. The luminance of
a black body radiator at the temperature of sol-
idification of platinum is 60 candelas per square
centimeter. The unit of luminous flux is the lumen.
The luminous flux emitted by a uniform point light
source of luminous intensity of one candela in one
steradian solid angle is one lumen.

25. The illumination at a point on a surface is the
luminous flux incident on an infinitesimal element of
the surface centred at the given point divided by area
of the surface element. The unit of illumination is
the /lux or meter-candle. The lux is equal to one
lumen per square meter. Another unit of illumi-
nation is the foot candle and it is equal to one lumen
per square foot. The illumination at a point on a
surface due to a point source of light is proportional
to the luminous intensity of the source in the direc-
tion of the surface point and to the cosine of the
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angle between this direction and the surface normal
direction. It is inversely proportional to the square
of the distance between the surface point and the
source.

26. The illuminance in a given direction at a surface
point is the luminous intensity in that direction of an
infinitesimal surface element containing the given
point divided by the area of the orthogonal pro-
jection of the element on a plane perpendicular to
the given direction.

27. The radiance of an object is a measure of the
power per unit foreshortened surface area per unit
solid angle radiated or reflected by the object about
a specified direction. Radiance can be a function of
the viewing angle and the spectral wavelength and
bandwidth.

28. The radiant intensity of a point object is a
measure of the radiant power per steradian radiated
or reflected by the object. Radiant intensity can be
a function of the viewing angle and the spectral
wavelength and bandwidth.

29. Irradiance is the power per unit area of radiant
energy incident on a surface.

30. The reflectance, the reflection coefficient, or
the bidirectional reflectance distribution function of a
surface is the ratio of the radiant power per unit area
reflected by the surface to the radiant power per unit
area incident on the surface. The reflectance can be
a function of the incident angle of the radiance,
the viewing angle of the sensor, and the spectral
wavelength and bandwidth.

31. A reflectance image or reflectance map is a
digital image in which the value in each pixel’s posi-
tion is proportional to the reflectance of the surface
patch imaged at the pixel’s position for a given illumi-
nation and viewing direction.

32. A Lambertian surface is a uniformly diffusing
surface. It appears as a matt surface and it has a
reflectance function which is a constant. The reflec-
tance function of a Lambertian surface does not
depend on the viewing angle and, therefore, a planar
surface having a Lambertian reflectance appears
equally bright from all viewing angles. For a Lam-
bertian surface, the luminous intensity per unit area
in a given direction varies as the cosine of the angle
between the direction and the surface normal direc-
tion,

33. Backlighting refers to an illumination arrange-
ment in which the light source is on the opposite side
of the object from the camera. Backlighting tends to
produce images which are black and white silhou-
ettes.

34. Frontlighting refers to an illumination arrange-
ment in which the light source is on the same side of
the object as the camera.

35. Ambient light refers to the light which is
present in the environment around a machine vision
system and which is generated from sources outside
of the system. From the point of view of the machine
vision system, ambient light is unplanned light which
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might adversely affect the image processing. Care is
usually taken to minimize its effect.

36. The r, g, b chromaticity coordinates of a multi-
spectral pixel, where red brightness is R, green
brightness is G and blue brightness is B, is given by

R
"“R+G+B
G
E=R+G+B
B
. —
R+G+B

37. The H, § hue saturation coordinates of a multi-
spectral pixel whose chromaticity coordinates are r,
g, b is given by

{9 _fb<g
= i
360 - @ b>g
where
2r—g—5b
9 -

TV - - DR
S=1-3min{r, g, b}.

38. The YIQ coordinate used in NTSC color TV
transmissions is related to the RGB coordinates by
the following linear transformation:

Y 0.299  0.587 0.144\ /R
I 1=1039% -0274 -0.322|(G|.
Q 0.211 -0.523  0.312/ \B

3. PHOTOGRAMMETRY

39. Analytic photogrammetry refers to the analytic
mathematical techniques which permit the inference
to geometric relations between points and lines in
the two-dimensional perspective projection image
space and the three-dimensional object space.

40. Digital photogrammetry refers to the computer
processing of perspective projection digital images
with analytic photogrammetry techniques as well as
other computer techniques for the automatic inter-
pretation of scene or image content.

41. Relative orientation in analytic photogram-
metry is the relative position and orientation of one
common reference frame with respect to another.
When two common reference frames are in known
relative orientation, the rays emanating from the
same object point located on each camera’s image
will intersect exactly at a point in 3D space.

42. The exterior orientation or outer orientation
refers to the position and orientation of a camera
reference frame with respect to a world reference
frame.

43. Absolute orientation in analytic photogram-
metry is the rotation and translation transform-
ation(s) by which one or more camera reference
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frame(s) can be made to correspond to a world
reference frame.

44. The optic axis or principal axis is the straight
line which passes through the centers of curvatures
of the lens surfaces.

45, The principal point is that point on the image
which is the intersection of the image plane with the
optic axis.

46. The center of perspectivity of a perspective
projection is the common point where all rays meet.

47. The principal distance is the distance between
the center of perspectivity and the image projection
plane. For a fixed image, it is sometimes called the
camera constant or Gaussian focal length.

48. The inner orientation or internal orientation is
given by the triple (ug, vg, f) whose (i, vy) is the
position of the principal point in the measurement
image plane coordinate system and f is the principal
distance. Inner orientation may also include the val-
ues of the free parameters which describe the lens
distortion.

49, A perspective projection is defined in terms of
a projection plane and a center of perspectivity.
Imaging sensors whose ideal model is the pinhole
camera generate perspective projection images.
There are three commonly used frameworks for
defining the relationship between a 3D point and its
2D perspective projection. All take the projection
plane to be perpendicular to the z-axis. In the first
framework, the center of perspectivity is taken to be
the origin and the projection plane is a distance f
from the origin on the positive z-axis. In this case
the projection (P,, P,} of the point (x, y. z) is given
by

In the second framework, the center of perspectivity
is taken to be (0,0, —f) and the projection plane
passes through the origin. In this case the projection
(P.. P,) of the point (x,y, ), z >0, is given by

ot B

f+z'" " f+z

In the third framework, the center of perspectivity
is taken to be (0, 0, ) and the projection plane passes
through the origin. In this case the projection (P,, P,)
of the point (x,y, z), z <0, is given by

P e B
Po=r P =75

50. A parallel or orthographic projection onto a
plane perpendicular to the z-axis of a point (x, y, z)
produces the projected (P,, P,) defined by

P.=s5x P, =3y

where s is the scale factor of the projection.
51. The parallax is the observed positional dif-
ference of a projected 3D point on a pair of 2D

perspective images. The difference in position is
caused by a shift in the position of the perspective
centers and optical axis orientation. That portion of
the parallax in the direction of the x-axis is called
the x-parallax. That portion of the parallax in the
direction of the y-axis is called the y-parallax. For a
pair of stereo images where the line joining the
centers of perspectivity is parallel to the x-axis, the
parallax will be entirely in the direction of the x-
axis when the two image planes are in the same
orientation. Should one image plane be tilted with
respect to the other, the y-parallax will not be zero.

52. A vanishing point is the point in the 2D per-
spective projection image plane where a system of
3D parallel lines converge. The vanishing points of
all systems of 3D parallel lines parallel to a given
plane will lie along a corresponding line in the 2D
perspective projection image plane called the van-
ishing line for the given plane.

4. IMAGE OPERATORS

53. An image operator, image transform, or image
transform operator is a function which takes an image
for its input and produces an image for its output.
The domain of a transform operator is often called
the spatial or space domain. The range of the trans-
form operator is often called the transform domain.
Some image transform operators have spatial and
transform domains of entirely different geometry or
character; the image in the spatial domain may
appear entirely different from and have a different
interpretation from the image in the transform
domain. Specific examples of these kinds of image
transforms include Fourier, Sine, Cosine, Slant,
Haar, Hadamard, Mellin, Karhunen-Loeve, and
Hough transforms. Image operators which have spa-
tial and transform domains of similar geometry or
character include point operators, neighborhood
operators, and spatial filters.

5. POINT OPERATORS

54. A point operator is an image operator in which
the outputimage value at each pixel position depends
only on the input image value at the corresponding
pixel position.

55. Thresholding is an image point operation which
produces a binary image from a gray scale image. A
binary one is produced on the output image when-
ever a pixel value on the input image is above a
specified minimum threshold level. A binary zero is
produced otherwise. Alternatively thresholding can
produce a binary one on the output image whenever
a pixel value on the input image is below a specified
maximum threshold level. A binary zero is produced
otherwise.

56. Level slicing or density slicing is a point opera-
tion which employs two thresholds and produces a
binary image. A binary one is produced on the output
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image wherever a pixel value on the input image
lies between the specified minimum and maximum
threshold levels. A binary zero is produced other-
wise.

57. Multi-level thresholding is a point operator
employing two or more thresholds. Pixel values
which are in the interval between two successive
threshold values are assigned an index associated
with the interval.

58. Contrast stretching refers to any monotonically
increasing point operator whose effect is to increase
or enhance the visibility of an image’s detail.

59. Quantizing is a monotonically increasing point
operator by which each image intensity value in a
digital image is assigned a new value from a given
finite set of quantized values. The quantized image
has fewer distinct gray levels but may make better
use of the dynamic range. Thus quantizing often
enhances the image’s appearance. There are four
often used methods of quantizing: equal interval
quantizing, equal probability quantizing, minimum
variance quantizing, and histogram hyperbolization.
In each method, the range of image values from
the maximum to the minimum value is divided into
contiguous intervals and each image value is assigned
cither the mean value of the quantized class to which
it belongs or the index of the quantized class to which
it belongs.

(a) 60. In equal interval quantizing or linear quan-
tizing, the range of image values from maximum
value to minimum value is divided into contiguous
intervals each of equal length, and each image
value is assigned to the quantized class which
corresponds to the interval within which it lies;
(b) 61. In equal probability quantizing, the range
of image values is divided into contiguous intervals
such that after the image values are assigned to
their quantized class there is an equal frequency
of occurrence for each quantized value in the
quantized digital image; equal probability quan-
tizing is sometimes referred to as or histogram
equalization,
(c) 62. In minimum variance quantizing, the range
of image values is divided into contiguous intervals
such that the weighted sum of the variances of the
quantized intervals is minimized. The weights are
usually chosen to be quantized class probabilities
which are computed as the proportional areas on
the image which have values in the quantizing
intervals.

(d) 63. In histogram hyperbolization quantizing,

the range of image values is divided into con-

tiguous intervals and each image value is assigned
to the mean of its quantized class. The division is
done in such a way that the quantized image has

a uniform perceived brightness. Histogram hyper-

bolization takes into account the nonlinearity of

the human eye brain combination.

64. Masking is a point operator applied to a two-
band image. One image band is a binary image B

and is called the mask image band. The second image
band 7 is called the image to be masked. Masking
produces a resulting image J whose pixels take the
value zero wherever the mask image has value zero
and whose pixels take the value of the image |
wherever the mask image has value one. That is,

0 if B(r,c) =0
I(r,c) ifB(r,c)=1.

65. Change detection is the process by which two
registered images may be compared, pixel by pixel,
and a binary one value given to the output pixel
whenever corresponding pixels on the input images
have significantly different enough gray levels. Cor-
responding pixels on the input images which do not
have significantly different enough gray levels gen-
erate a binary zero value on the output image. A
change detection operator is a point operator.

I, &= {

6. SPATIAL OPERATORS

66. Two-dimensional signal processing refers to
that area of image processing in which the one-
dimensional signal processing techniques of noise
filtering, restoration, data compression, and detec-
tion have been generalized to two dimensions and
thereby made applicable to image data,

67. A neighborhood operator is an image operator
in which the output image value at each pixel position
depends only on the input image values in a neigh-
borhood containing or surrounding the correspond-
ing input pixel position.

68. A spatial filter is an image operator in which
the spatial and transform domain have similar geom-
etries and in which the image output value at each
pixel depends on more than one pixel value in the
input image. Usually, but not always, the image out-
put value has its highest dependence on the image
input values in some neighborhood centered in the
corresponding pixel in the input image.

69. A linear spatial filter is a spatial filter for which
the image intensity at coordinates (r, ¢) in the output
image is some weighted average or linear com-
bination of the image intensities located in a par-
ticular spatial pattern around coordinates (r, ¢) of
the input image. A linear spatial filter is often used
to change the spatial frequency characteristics of the
image. For example, a linear spatial filter which
emphasizes high spatial frequencies will tend to
sharpen the edges in an image. A linear spatial filter
which emphasizes low spatial frequencies will tend
to blur the image and reduce salt and pepper noise.
When the purpose of the filter is to enhance neigh-
borhoods having certain shapes, the operation is
sometimes called mask matching.

70. The kernel of a linear spatial filter is a function
defined on the domain of the spatial pattern of the
filter and whose value at each pixel of the domain is
the weight or coefficient of the linear combination
which defines the spatial linear filter.
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71. A box filter is a linear spatial smoothing filter
in which each pixel in the filtered image is the equally
weighted average of the pixels in a rectangular win-
dow centered at its spatial position in the input
image.

72. The Gaussian filter is a linear spatial smoothing
filter whose kernel is given by the two-dimensional
Gaussian

gl
k(r,c) = i e_i(o_; T ;‘T)
Filtering an image with a Gaussian filter will smooth
the image.
73. Convolving an image I with a kernel & having
support or domain K produces a convolved image,
denoted by I * k, which is defined by

(I*k)(r,c)= 2 I(r—ic—)k(i,j).
()EK
Convolution is a linear operator.

74. A two-dimensional filtering operation is called
separable if the convolution can be decomposed into
two successive one-dimensional convolutions, one
convolution operating on the image row by row
and the second convolution operating on the image
column by column.

75. Correlating an image [ with a kernel £ having

support or domain K produces a correlated image J
defined by

Hroe)= 2 IKr+i,c+))k(.)).
(i.))EK
Correlation is a linear operator.

76. The discrete Fourier transform I of a digital
image [ represents the image in terms of a linear
combination of complex exponentials. The Fourier
transform / is defined by

R-1C-1 e oW,

B 1 s
—— ~2jn +
I(w,,w.) RC Eu E . I(r, c)e ( R ¢C )

1(w,, w.) is the coefficient of the complex exponential
W, oW,
A w +?] in the linear combination representing /
as can immediately be seen from the corresponding
relation
R < . 5 W, CWL
I(r,e)= 2 2 I(w,, wc)e"“(T*'T)

w,=0w.=0

which is called the inverse discrete Fourier transform.
The variables w, and w, have the interpretation of
being row and column spatial frequencies.

77. A high pass filter is a linear spatial filter which
attenuates the low spatial frequencies of an image
and accentuates the high spatial frequencies of an
image. It is typically used to enhance small details,
edges, and lines.

78. A low pass filter is a linear spatial filter which
attenuates the high spatial frequencies of an image
and accentuates the low spatial frequencies of an

image. It is typically used to supress small undesired
details, eliminate noise, enhance coarse image fea-
tures, or smooth the image.

79. A band pass filter is a linear spatial filter which
attenuates those spatial frequencies outside the band
and accentuates those spatial frequencies within the
band. It is typically used to enhance details of the
image whose spatial size characteristics are related
to the spatial frequencies within the band.

80. A pyramid or image pyramid is a sequence of
copies of an image in which both sample density and
resolution are decreased in regular steps. The bottom
level of the pyramid is the original image. Each
successive level is obtained from the previous level by
a filtering operator followed by a sampling operator.

In the Gaussian image pyramid, the resolution is
decreased by successive convolutions of the image at
the previous level of the pyramid with a Gaussian-
like kernel. After the low pass Gaussian convol-
utions, the sample density is typically decreased by
sampling every other pixel.

In the morphological image pyramid, each suc-
cessive level is obtained by an opening and closing
operation on the previous level followed by
sampling.

In the Laplacian image pyramid, each successive
layer is obtained by taking the Laplacian of the
corresponding level on the Gaussian pyramid. The
Laplacian convolution kernel here is typically
defined as the kernel obtained by taking the Lapla-
cian of a Gaussian having an appropriately chosen
value for its standard deviation.

81. An edge operator or step edge operator is a
neighborhood operation which determines the extent
to which each pixel’s neighborhood can be par-
titioned by a simple arc passing through the pixel
where pixels in the neighborhood on one side of the
arc have one predominant value and pixels in the
neighborhood on the other side of the arc have a
different predominant value. Some edge operators
can also produce a direction which is the pre-
dominant tangent direction of the arc as it passes
through the pixel.

There are four classes of edge operators: gradient
operators, Laplacian operators, zero-crossing oper-
ators, and morphologic edge operators. The gradient
operators compute some quantity related to the mag-
nitude of the slope of the underlying image gray tone
intensity surface of which the observed image pixel
values are noisy discretized sample. The Laplacian
operators compute some quantity related to the
Laplacian of the underlying image gray tone intensity
surface. The zero-crossing operators determine
whether or not the digital Laplacian or the estimated
second direction derivative has a zero-crossing within
the pixel. The morphologic edge operators compute
a quantity related to the residues of an erosion and/
or dilation operation.

82. An edge image is an image in which each pixel
is labelled as “edge™ or “non-edge”. In addition to
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this basic labeling, pixels in an edge image may carry
additional information such as edge direction, edge
contrast, or edge strength.

83. Edge linking refers to the process by which
neighboring edge labeled pixels can be aggregated
to constitute a chain or sequence of edge pixels.

84. Boundary detection or boundary delineation
refers to any process which determines a chain of
pixels separating one image region from a neigh-
boring image region.

85. An occluding edge is an image edge which
arises from a range or depth discontinuity. This
typically happens where one object surface projects
to a pixel on one side of the edge and another object
surface which is some distance behind the first object
surface projects to a pixel on the other side of the
edge. Step edges in depth maps are always occluding
edges.

86. A pair of straight edges are said to be anti-
paraliel if there are no edges between them and the
edges have opposite contrast.

87. Homomorphic filtering is a filtering process in
which the filter is applied to the logarithm of the
image and the output image is obtained by
exponentiating the filtered logarithm image.

88. A median filter is a non-linear neighborhood
image smoothing spatial filter in which the value of
an output pixel is the median value of all the input
pixels in the supporting neighborhood of the filter
about the given pixel’s position. Median filters are
used to smooth and remove noise from images.

89. Image smoothing refers to any spatial filtering
producing an output image which spatially simplifies
and approximates the input image. Image smoothing
suppresses small image details and enhances large or
coarse image structures.

90. A scale space image is an image in which each
pixel’s value is a function indicating for each standard
deviation ¢ the value at the pixel’s position of the
convolution of the image with a Gaussian kernel
having standard deviation o.

91. Scale space structure refers to that analysis of
a scale space image in which each pixel's value is a
function specifying for each possible standard devi-
ation ¢ whether the pixel contains a zero crossing of
some combination of a fixed order of spatial partial
derivatives evaluated at the pixel’s position.

7. MORPHOLOGIC OPERATORS

92. Mathematical morphology refers to an area
of image processing concerned with the analysis of
shape. The basic morphologic operations consist of
dilating, eroding, opening, and closing an image with
a structuring element.

93. The structuring element of a morphologic oper-
ator is a function defined on the domain of the spatial
pattern of the morphologic operator and whose value
at each pixel of the domain is the weight or coefficient
employed by the morphologic operator at that pixel

position. The structuring element of a morphologic
operator has a role in morphology exactly analogous
to the role of the kernel in a convolution operation.

94. Dilating an image [ by a structuring element s
having support or domain § produces a dilated image
denoted by I @ s which is defined by

(D s)(r,c)= max{I(r—i,c—j)+s(ij)}
(i jIES

Dilating is a commutative, associative, translation
invariant, and increasing operation. Dilating is the
dual operation to eroding.

95. Eroding an image [ by a structuring element s
having support or domain § produces an eroded
image denoted by / © s which is defined by

(Ies)(r,c) = min {I(r+i,c+j)—s{, )}
(i.)HES

Eroding is a translation invariant and increasing
operation. It is the dual operation to dilating.

96. Opening an image [ with a structuring element
s produces an opened image denoted by I Os which
is defined by

[0s=(IOs5)Ds.

Opening is an increasing, anti-extensive, and idem-
potent operation. It is the dual operation to closing.
Opening an image with a disk shaped structuring
element smooths the contour, breaks narrow isth-
muses, and eliminates islands and capes smaller in
size or width than the disk structuring element.

97. Closing an image [ with a structuring element
s produces a closed image denoted by /@ s which is
defined by

les=(IBs5)Os.

Closing is an increasing, extensive, and idempotent
operation. It is the dual operation to opening. Clos-
ing an image with a disk shaped structuring element
smooths the contours, fuses narrow breaks and long
thin gulfs, eliminates holes smaller in size than the
disk structring element and fills gaps on the contour.

98. A thinning operator is a symbolic image neigh-
borhood operator which deletes, in some symmetric
way, all the interior border pixels of a region which
do not disconnect the region. Successive applications
of a thinning operator reduces a region to a set of
arcs which constitute a skeleton of the region.

99. A thickening operator is a symbolic image
neighborhood operator which in some symmetric
way aggregates all background pixels near enough
to a region into the region.

8. HOUGH TRANSFORM

100. The discrete Radon transform R: Q0 — [0, =)
of a function [: X — [0, =) relative to a functional
form F: X x Q@ — [0, =) is defined by

Rigy= 2 ).

{xEX|Flx.q)=0}

101, The Hough transform H:%B— [0,=) of a
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function I: X — [0, ) relative to a functional form
F:X X Q—[0,%), where % is a partition of the
parameter space @, is defined by
H(B) = P

{x€ X|forsome g € B. F(x.q) =0}

When [ has the form I(x) = 1, for every x € X,
where X, C X, and /(x) = 0 elsewhere, the Hough
transform of X, relative to a functional form
F:X X Q— [0, %), has the simple form defined by

H(B) = #{x € X,| for some g € B, F(x, q) = 0}.

I(x), BE®.

The Hough transform is a transform which can aid
in the detection of image arcs of a given shape or
form or 3D object shapes. Each shape or form has
some free parameters which when specified precisely
define the arc, shape or form. The shape having free
parameter g corresponds to the set {x € X|F(x, q) =
0}. The free parameters constitute the transform
domain or the parameter space of the Hough trans-
form. Depending on the information available to the
Hough transform, each neighborhood of the image
or object surface being transformed will map to a
point or a set of points in the Hough parameter
space. The Hough transform discretizes the Hough
parameter space into bins and counts for each bin
how many neighborhoods on the image or object
surface has one of its transformed points lie in the
volume assigned to the bin.

102. The Gaussian sphere refers to a unit sphere
and its associated spherical coordinate system. The
quantities usually represented on the Gaussian
sphere are orientation vectors.

103. Gradient space is a two-dimensional space
whose axes represent the first order partial deriva-
tives of a surface of the form z = f(x, y). Each point
in gradient space corresponds to the orientation of a
possible surface normal.

104. The extended Gaussian image or orientation
histogram of a 3D object is a two-dimensional his-
togram or Hough transform of the surface normal
orientations ot the object. It is computed by tes-
sellating the surface of a sphere into cells and
assigning to each cell a value which estimates the
total area of the object’s surface having surface nor-
mal orientation which falls within the cell.

9. DIGITAL GEOMETRY

105. The Euclidean distance between two points
P=p,....px)and g=(q,..., qy) is defined by

N "
d(p*q) = A/ gl (pu - QM)Z'

106. The block or city distance between two points
p=(py...., py)and g =1(q,,....qy)is defined by
N

g 8= %

n=1

Pn —4n ‘-

107. The square or max distance between two

points p=(py,....py) and g=(q,...,qn) is
defined by

d(p.q) = max 1Ps —gqnl.
n=1....N

108. The distance transform of a binary image is
an image having in each pixel’s position its distance
from the nearest binary zero pixel of the input image.
Distance can be city block distance, Euclidean dis-
tance, or square distances.

109. A figure F or a subimage Fin a continuous or
digital image / is any function F whose domain is
some subset A of the set of spatial coordinates or
resolution cells, whose range is the set G of image
intensities and which is defined by F(r.c) = i(r,c)
for any (r,c) belonging to A.

110. A region R of an image is any subset of
resolution cells in the spatial domain of the image.

111. A neighboring pair of pixels are said to be 4-
connected if they share a common side. A neigh-
boring pair of pixels are said to be 8-connected if
they share a common side or a common corner,

112. A region R is connected if there is a path
between any two resolution cells contained in R.
More precisely, R is 4-connected (8-connected) if for
each pair of resolution cells (r, ¢) and (u, v) belonging
to R, there exists some sequence {(a,, b,), (a2, b3),
ooy (@, b)) of resolution cells belonging to R such
that (?‘, C) = (al' bl)a (LI, 'U) = (am’ bm)| and (ﬂ,’, bi)v
is 4-connected (8-connected) to (a;.,,b;.,), i=
1,2, cas =1,

113. A blob or connected component is a maximal
sized connected region.

114, A digital straight line segment between reso-
lution cells (r,, c¢;) and (r,, c2) is that subset of all
pixels such that some part of the line segment joining
(ri,¢) and (r,,cz) has a non-empty intersection
with the pixel’s area.

115. A region R is convex if for every pair of
resolution cells in R, R contains the digital straight
line segment which joins the pair of resolution cells.

116. A pixel is an interior border pixel of a region
R if the pixel belongs to R and neighbors a pixel
outside of R.

117. A pixel is an exterior border pixel of a region
R if the pixel does not belong to R and neighbors a
pixel belonging to R.

118. A pixel is an interior pixel of a region R if
every pixel it neighbors belongs to R,

119. A simple boundary is an oriented closed curve
which does not touch or cross itself. Pixels which are
on the inside of a simple boundary constitute a
connected region having no holes.

120. The bounding contour of a region R consists
of the simple boundary which surrounds the pixels
of R.

121. A set of pixels H constitutes a hole of a region
R if H is a maximal connected set of pixels which do
not belong to R but which are surrounded by R.
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122. The border or boundary of a connected region
R consists of its bounding contour and the (possibly
empty) set of simple boundaries each of which sur-
rounds the pixels belonging to some hole of R.

123. Boundary following refers to the sequential
procedure by which the chain of the boundary pixels
of a region can be determined.

124. A concurve is a continuous curve, usually
representing a blob boundary, consisting of a con-
nected chain of simply described arcs.

125. The minimum perimeter polygon of a digital
curve C is the polygon of shortest length whose
digitization is C. The shape of the minimum peri-
meter polygon is often similar to the general per-
ceived shape of the digital curve.

126. Contour tracing is a searching or traversing
process by which the bounding contour of a blob can
be indentified.

10. 2D SHAPE DESCRIPTION

127. The perimeter of a connected region R is the
length of the bounding contour of R.
128. The area A of a region R is defined by

A=[#R] s
where s is the scale factor which specifies the area of
a pixel.
129. The centroid (7, ¢) of a region R is the center

of mass of the region. It is the mean (row, column)
position for all pixels in the region and is given by

1
2 rnéi=— 2 ¢
(r.c)ER #R (r.c)ER

130. The (j, k)th moment Mj, of a digital shape §
is given by

1
"= %R

Mjk= 2 erk.

(r.c}es

The center of gravity (7, ¢) of § can be expressed
in terms of the moments of §:

r= c= ;
My My

131. The (j, k)th central moment w; of a digital
shape § is given by

pp= 2 (r=ie - ok

{r.ca)e§
132. (j, k)th normalized central moment of § is
given by
Kk it
. =—— wherey=——+ 1.
Tk Ha v 2

133. Rotation movement moments of § are given
by

@ (1) =1y + N
@ (2) = (nw — nex)* + 417,

@ (3) = (30 — 3112)* + 32 — Nu3)*

¢ (4) =M +n12)* + (M2 + Ne3)?

@ (5) = (m30 = 3712) (N30 + M) [(N30 + 112)°
= 3(na1 + No3)?]
+ G021 = 103) (M2 + M03) [3(030 + 712)*
= (N2 + n03)’]

$(6) = (M0 = M02) [(M30 + M12)* = (M2 + 103)7]
+4nu(M0 + M12) (M2 + Noa)

@ (7) = B3n21 = M03) (N30 + M) [(M30 + M12)*
=32 + 103)?)
= (N30 = 3102) (21 + M03) [B(m30 + 1n12)*
= (M + 1m)?].

134, The Euler number of a region is the number
of its connected components minus the number of
its holes.

135. The compactness of a blob can be measured
by the length of its perimeter squared divided by
its area or alternatively measured by the standard
deviation of the radii from the centroid to the bound-
ary divided by the mean radius. The clasical measure
of perimeter squared divided by area has the dis-
advantage that in the digital domain it takes its
smallest value not for a digital circle but for a digital
octagon or diamond depending on whether 8-con-
nectivity or 4-connectivity is used in calculating the
perimeter.

136. The bounding rectangle of a region R is a
rectangle which circumscribes R. It has its sides
aligned with the row and column directions, its left-
most side aligning with the lowest numbered column
of R, its rightmost side aligning with the highest
numbered column of R, its topmost side aligning
with the lowest numbered row of R, and its bot-
tommost side aligning with the highest numbered
row of R.

137. An extremal pixel of R is a pixel of R having
from among all pixels in R either

(a) an extremal row coordinate value r and an

extremal column coordinate value taken from

among all the column positions ¢ such that

(r,c)ER.

(b) an extremal column coordinate value ¢ and an

extremal row coordinate value taken from among

all the row positions » such that (r, ¢) € R.

A region may have as many as eight distinct
extremal points, each of which must be lying on the
bounding rectangle of the region. Extremal pixels
can be used to represent the areal extent of a region
and to infer the dominant axis length and orientation
of the region.

138. The second moment matrix

2 (2 %)

lu rc |u cc
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of a region R is defined by

57

Upe = Z 2 (." - ﬂZ
(r.c}ER
s,s
="t 2 (r=P(c-9)
(r.c)eR
52
Hee = ZC E (&~ E)Z
(r.c)YER

where A is the area of the region, s, is the row scale
factor, and s, is the column scale factor, Fis the row
centroid, and ¢ is the column centroid.

139. The elongation or elongatedness of a blob or
connected region can be measured in a variety of
ways. One technique is to use the ratio of the length
of the maximum length chord in the blob to the
length of its maximum length perpendicular chord.
A second technique is to use the square root of the
ratio of the largest to smallest eigenvalue of the
second central moment matrix of the blob. A third
technique is to use the ratio of the largest distance
between an opposing pair of extremal points to the
distance between that opposing pair of extremal
points having next to largest distance.

140. The symmetric axis or medial axis of a blob
is a subset of blob pixels which are the centers of
maximal lines, squares or disks which are contained
in the blob. Associated with each pixel which is
part of a symmetric axis may also be additional
information such as the size of the maximal line or
square or the radius of the maximal disk of which it
is the center.

141. The connected component operator has as
input a binary image and produces as output an
image in which each binary one pixel is given a
unique label of the maximally connected component
of pixels having a binary one value to which it
belongs.

142. In connected component analysis or blob
analysis, the position and shape properties of each
connected component are measured. Typical shape
properties include area, perimeter, number of holes,
bounding rectangle, extremal points, centroid,
second moments, and orientation derived from
second moments or extremal points. The connected
components are then identified or classified by a
decision rule on the basis of its measured properties.

143. Signature analysis of a binary image analyses
the binary image in terms of its projections. Pro-
jections can be vertical, horizontal, diagonal, circu-
lar, radial, spiral, or general projections. The
analysis consists of computing the projections, seg-
menting each projection, and taking property
measurements of each projection segment. Signature
analysis may also use the projection segmentation to
induce a segmentation of the image.

144, A binary image projection is the histogram of
the gray scale image produced by masking a pro-
jection index image with the given binary image.

Each pixel of the projection index image contains a
number which is the index of the projection bin to
which the pixel belongs. A histogram of the masked
projection index image then contains in projection
bin i the number of pixels which on the binary image
have binary value one and which on the projection
index image have index value /.

11. CURVE AND IMAGE DATA STRUCTURES

145. The Fourier descriptors of a closed planar
curve are the coefficients of the Fourier series of the
spatial positions of the curve as a function of arc
length. Typically the low frequency coefficients are
the ones of greatest interest.

146. Iterative end point curve fitting refers to an
iterative process of segmenting a curve into a set of
piecewise linear segments which approximate the
curve. The process begins by constructing a straight
line between the end points of the curve. If the
furthest distance between the curve and the straight
line is less than a specified tolerance then the approxi-
mation is considered to be suitable and the curve
segment is divided no further. If the furthest distance
between the curve and the straight line is greater
than a specified tolerance, then the approximation
is considered to be not suitable. The curve is then
divided into two segments at this furthest distance
point and the straight line fitting process inde-
pendently continues on each segment.

147. The chain code representation of a digital arc
or blob boundary is a sequence in which each element
is asymbol representing the vector joining two neigh-
boring pixels of the digital arc or blob boundary. The
most common chain code uses the symbols 0 to 7 to
represent the vectors (0, 1), (=1, 1), (=1, 0), (-1,
-1), (0, =1), (1, =1), (=1, =1), and (—1, 0) of row
column coordinates, which can join two neighboring
pixels. More complex chain codes have more symbols
and can represent the vector joining two more distant
pixels which define the beginning and ending of a
digital straight line segment which is part of a digital
arc or blob boundary.

148. A quadtree is a tree data structure which
represents an image. Each node of the quadtree
represents a square subset of the image’s spatial
domain. The root node of the quadtree represents
the spatial domain of the entire image. If all the
pixels of the spatial domain subset represented by a
node have the same value, then the value of the node
is the value of the pixels in the subset. Such a node
is called a pure node. If the node is a mixed or impure
node, then the square represented by the node is
partitioned into four quadrants and the node has four
children nodes, one child node for each quadrant. If
the image being represented is a binary image, then
the corresponding quadtree is called a binary
quadtree. If the image being represented is a gray
scale image, then the corresponding quadtree is
called a grey scale quadtree.
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149. A curve pyramid consists of a sequence of
symbolicimages representing curves at multiple reso-
lutions. The main operation in a bottom-up con-
struction consists of locally connecting the short
segments of the curve into longer ones. If the seg-
ments are described by binary “curve relations” of
the labeled sides of a square cell, the concatenation
of the short segments can be achieved formally by
taking the transitive closure of the curve relations.
Overlapping pyramids are necessary if the resulting
pyramid is to have the “length reduction property”:
long curves with many segments survive to high
levels, whereas short curves disappear after a few
reduction steps.

150. An octree is a data in a tree data structure
which represents a function defined as a three-dimen-
sional space volume. Each node of the octree rep-
resents a cube subset of the volume. The root node
of the quadtree represents the entire volume. If all
the voxels represented by a node have the same
function values, then the value of the node is their
function value. Such a node is called a pure node. If
the node is a mixed or impure node, then the cube
represented by the node is partitioned into eight
volume octants and the node has eight children, one
child for each octant. If the function is binary, then
the corresponding octree is called a binary octree.
The binary octree is useful for representing three-
dimensional volumes. If the function being repre-
sented is a non-binary, such as a real or integer
valued function, then the corresponding octree is
called a gray scale octree.

151. Run length encoding is a way to compactly
represent binary images. There are a variety of run
length encoding formats. Each format has a way
of representing the starting column position of a
maximally long horizontal string of binary one valued
pixels as well as the number of pixels in a run. Many
vision systems which recognize objects from their
binary images use run length encoding to reduce the
volume of data to be processed.

152. A generalized cone or generalized cylinder is
a data structure for volumetric representation of a
3D object. The volume is generated by sweeping an
arbitrarily shaped cross section along a 3D curve
called the generalized cone axis or generalized cyl-
inder spine. The axis passes through the centroids of
the cross sections and is at a fixed angle (usually
orthogonal) to them. The cross sectional shape is
permitted to have some free parameters such as size
or elongation. These values are specified for each
axis pint by the cross section function or the sweeping
rule.

153. Constructive solid geometry is a mechanism
for representing three-dimensional volumes by a con-
structive process which begins with simple shaped
volumes and which are combined and subtracted
from each other by the set of operations consisting
of union, intersection and set difference.

154. A boundary surface description or boundary

representation of a three-dimensional object or vol-
ume is a representation which contains each of the
surface boundaries of the volume. Each surface
boundary is represented in terms of simply described
pieces, each of which has its own arc boundary. Each
arc itself is represented in terms of simply described
pieces which begin and terminate at end points or
vertices.

155. A superquadric is a closed surface spanned
by a vector whose x, y, and z components are speci-
fied as functions of the angles n and w via the spheri-
cal product of two two-dimensional parametrized

curves
hi(m)
hz(hltﬂ))
and
(w)
G

which come from one of three basic trigonometric
forms. The spherical product of h with m scaled by
a
the vector (az) is defined by
as,

a hy(mm,(w)
h@m =\ a>h,(n)m,(w)|.
azh,(w)

156. A strip tree is a binary tree data structure for
hierarchically representing a planar arc segment. The
root node of the tree represents the minimal sized
rectangle which bounds the arc. Each non-terminal
node of the tree splits the arc which its bounding
rectangle approximates into two continuous pieces.
Its two children nodes then each contain the minimal
sized rectangle which bounds the arc segment piece
belonging to it. Terminal nodes of the tree have
bounding rectangles which are sufficiently close to
the arc segment they contain.

157, The primal sketch is a data structure for rep-
resenting gray level intensity changes, their geo-
metrical distribution, and organization in each image
neighborhood. Primitives of the primal sketch
include zero-crossings, blobs, terminations and dis-
continuities, edge segments, virtual lines, groups,
curvilinear organizations, and boundaries.

158. In facet model image processing, the digital
image’s pixel values are regarded as noisy discretized
sampled observations of its underlying and unknown
gray tone intensity surface. Any operation to be
performed on the image is defined in terms of this
underlying gray tone intensity surface. Thus, in order
to do any processing, the underlying intensity surface
must be estimated. This requires a model which
describes what the general form of the surface would
be in any image neighborhood if there were no noise.
To estimate the surface from the neighborhood
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around a pixel then amounts to estimating the free
parameters of the general form. Useful image pro-
cessing operations which then can be performed
using the facet model processing approach include
gradient edge detection, zero-crossing edge detec-
tion, image segmentation, line detection, corner
detection, 3D shape estimation from shading, and
determination of optic flow.

12. TEXTURE

159. A discrete tonal feature on a digital image is
a connected set of resolution cells all of which have
the same or almost the same image intensity.

160. Texture is concerned with the spatial dis-
tribution of the image intensities and discrete tonal
features. When a small area of the image has little
variation of discrete tonal features, the dominant
property of that area is gray tone. When a small area
has wide variation of discrete tonal features, the
dominant property of that area is texture. There are
three things crucial in this distinction: (1) the size of
the small areas, (2) the relative sizes of the discrete
tonal features, and (3) the number of distinguishable
discrete tonal features. Texture can be described
along dimensions of uniformity, density, coarseness,
roughness regularity, intensity and directionality.

161. A rexel, short for texture element, is a triplett
whose first component is the (row, column) location
of a small neighborhood, whose second component
is the size of the neighborhood, and whose third
component is the vector of texture properties.

162. The gray level dependence matrix or gray level
co-occurrence matrix characterizes the micro-texture
of an image region by measuring the dependence
between pairs of gray levels arising from pixels in a
specified spatial relation. For gray level pair (i, j)
the gray level dependence matrix P for region R of
image [ has value P(i, j) where P(/, j) is the number
of pairs of pixels in the region having the desired
spatial relation where the first pixel has gray level
and the second pixel has gray level j. If S designates
the set of all pairs of pixels in the desired spatial
relation, then SC R X R and

P(i,j) = #{((r1.c1). (r2. c2)) ES[I(ry,c) =i
and
I(ry,c5) = j}

The gray level dependence matrix P can be
normalized. One normalized form which produces a
joint probability is given by

i
P =22

A second normalized form which produces a con-
ditional probability is given by

P(.J)

PZHJ):ZP(:‘,;‘)'

163. Statistical texture measures include the

moments of the gray levels of the given region,

typically the variance, the slewness and the kurtosis.
164. The gray level difference histogram at a dis-

tance d of an image / is the histogram of values

{I(r.e) = I(r, N (r = )2+ (c =) =d?)

165. A structural texture description is given by a
set of primitives and placement rules which govern
the stochastic spatial relation between them.

166. Fourier related texture descriptions include
the power spectrum and autocorrelation function,

13. SEGMENTATION

167. Image segmentation is a process which typi-
cally partitions the spatial domain of an image into
mutually exclusive subsets, called regions, each one
of which is uniform and homogeneous with respect
to some property such as tone or texture and whose
property value differs in some significant way from
the property value of each neighboring region.
Regions produced by an image segmentation process
using image intensity as a property value produce
regions which are called discrete tonal features.

168. Region growing refers to a sequential image
segmentation process in which pixels are successively
added to incomplete regions or initiate new regions
when it is not appropriate to make them part of any
of the existing incomplete regions. There are three
basic kinds of region growing: region tracking, region
aggregation, and region merging.

(a) 169. In region tracking, the image is scanned
in raster scan order. The similarity of each pixel is
compared with the regions to which the already
processed 4- or 8-connected neighboring pixels
belong. If one of these already processed neigh-
boring pixels belongs to a region of sufficient simi-
larity to the current pixel, then the pixel is added
to the region. If the regions to which all the already
processed pixels belong are dissimilar from the
current pixel, then the current pixel initiates a new
region.

(b) 170. In region aggregation, seed pixels are first

found which serve as prototype pixels for the

regions in the desired segmentation. Then in a

sequential fashion, pixels having neighbors in any

incomplete region join themselves into the region
if they are similar enough. The aggregation process
continues until all pixels are part of some region.

(c) 171. Inregion merging, the neighboring regions

of an initial segmentation are successively merged

together if they have similar enough properties.

After each merging iteration, properties of the

new regions are recomputed. The merging iter-

ations continue until the properties of each pair of
neighboring regions is sufficiently different from
each other.

172. Contour filling is the process by which all
pixels inside a blob defined by its bounding
contour(s) are marked with the same unique label.



Glossary of computer vision terms 81

14. MATCHING

173. Template matching is an operation which can
be used to find out how well a template subimage
matches a window of a given image. The degree
of matching is often determined by translating the
template subimage all over the given image and for
each position evaluating the cross-correlation or the
sum of the squared or absolute image intensity dif-
ferences of corresponding pixels. Template matching
can also be used to best match an observed measure-
ment pattern with a prototype pattern.

174, Matched filtering is a template matching
operation done by using the magnitude of the cross-
correlation function to measure the degree of match-
ing.

175. Image matching refers to the process of deter-
mining the pixel by pixel, arc by arc, or region by
region correspondence between two images taken of
the same scene but with different sensors, different
lighting, or a different viewing angle. Image match-
ing can be used in the spectral/temporal pattern
classification of remote sensing, or in determining
corresponding points for stereo, tracking, change
analysis, and motion analysis. In one group of
approaches, subimages of one image are translated
over a second image. For each translation, the dif-
ferences between appropriately transformed gray
tone intensities and/or edges are measured. In this
signal level approach, the unit being operated with
is the pixel, since the measured difference is between
values of pixels in two images.

176. Insymbolic registration or symbolic matching,
higher level units are worked with. For example the
scene can be segmented and a region matching then
performed using segment features such as area, posi-
tion, perimeter?/area, orientation, length to width
ratio, area/area of minimum bounding rectangle,
area/area of bounding ellipse, gray tone intensity
or color of segment, and number of corresponding
neighbors. Because this matching uses a higher level
unit than the pixel, it is called symbolic matching or
symbolic registration.

177. In feature point matching, selected points of
each image are first determined, on the basis of the
distinctive image values in a neighborhood or on the
basis of an intersection between two feature lines.
The location of each point can be to subpixel
precision. After the locations of distinctive points
are determined, a correspondence process associates
as many as possible selected points of one image with
selected points on the second image. The cor-
respondence is based on similarity of the feature
characteristics of the points.

178. A structural description is a relational rep-
resentation of a 2D or 3D entity. [t consists of a set
of primitives each having its own attribute
description and a set of named relations which consist
of tuples whose components are primitives which
stand in the relation specified by the relation name.

A function h: A — B is a relation homomorphism
from N-ary relation R C A" to N-ary relation S C BY
if

RohcCS
where Roh={(b,, ., by) € B"| for some
(ay, .. .,ay)ER, b,=h(a,).n=1,. .. N}

179. The relation R is said to match relation § if
there exists a relation homomorphism satisfying

Roh=8 and Soh '=R

180. Relational matching refers to the process by
which it is determined whether two relations match
or do not match. Structural matching is a matching
which establishes a correspondence or homomor-
phism from the primitives of one structural
description to the primitives of a second structural
description. In the ideal match a tuple of primitives
which stand in a given relation in the first description
will have its corresponding tuple of primitives stand
in the same given relation in the second structural
description.

181. The local feature focus method is a model
based object recognition and location technique in
which one feature, referred to as the focus feature,
on the image is found and is used along with the
object model to predict what other nearby features
might be. After locating a set of features a relational
matching is performed to infer a consistent cor-
respondence between all the located image features
and the object features. Once a consistent cor-
respondence has been found, the object position
orientation can be hypothesized. The hypothesized
object position and orientation is then verified by
template matching.

182. Relaxation refers to any computational mech-
anism which employs a set of locally interacting
parallel processes, one associated with each image
unit, which in an iterative fashion update each unit’s
current labeling in order to achieve a globally con-
sistent interpretation of the image data. In discrete
relaxation, the assessment of each unit’s current state
consists of that subset of labels not yet ruled out. In
probabilistic relaxation the assessment of each unit’s
current state is a probability function associating with
each possible label a probability of its being the
correct state.

15. LOCALIZATION

183. An interest operator is a neighborhood oper-
ator which is designed to locate, with high spatial
accuracy, pixel positions, or subpixel positions,
whose central neighborhoods have distinctive gray
tone patterns. Such neighborhoods are typically
those whose autocorrelation functions falls off
rapidly. Interest operators are usually used to mark
pixels on a pair of images taken of the same scene
but with some shift of either camera position or
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object from one image to another. The marked pixels
are then the candidate pixels which are input to an
algorithm which establishes correspondences
between the selected pixels.

184. An area of interest operator is an operator
which delineates regions of an image which have
potentially interesting patterns, These delineated
regions of interest are the ones which must be further
processed.

185. Screening is an operation of selecting photo-
graphs or images containing areas of potential inter-
est from those in a set of photographs, some or most
of which contain no interesting areas.

186. In area analysis, the area of the image con-
taining the objects or entities to be processed is
located by some simple algorithm and a more com-
plex processing algorithm is only applied in the
located area. This strategy of processing can often
increase execution speed. The algorithm locating the
area to be processed is called the focus of attention
mechanism.

16. GENERAL IMAGE PROCESSING

187. Preprocessing is an operation applied before
pattern identification is performed. Preprocessing
produces, for the categories of interest, pattern fea-
tures which tend to be invariant under changes such
as translation, rotation, scale, illumination level, and
noise. In essence, preprocessing converts the
measurement patterns to a form which allows a sim-
plification in the decision rule. Preprocessing can
bring into registration, bring into congruence,
remove noise, enhance images, segment target pat-
terns, detect, center, and normalize objects of inter-
est.

188. Registering or registration is the translation or
translation and rotation alignment process by which
two images of like geometries and of the same set of
objects are positioned coincident with one another
so that corresponding points of the imaged scene
appear in the same position on the registered images.
In this manner, corresponding image values can be
made to represent the sensor output for the same
object point over the full image frame.

189, Congruencing is the geometric warping pro-
cess by which two images of different geometries.
but of the same set of objects, are spatially trans-
formed so that the size. shape, position, and orien-
tation of any object on one image is made to be the
same as the size, shape, position, and orientation of
that object on the other image.

190. Image compression is an operation which pre-
serves all or most of the information in the image
and which reduces the amount of memory needed to
store an image or the time needed to transmit an
image.

191. Image restoration is a process by which a
degraded image is restored, as clearly or as best
as possible, to its ideal condition. Perfect image

restoration is possible only to the extent that the
degradation transform is mathematically invertible.
Common forms of restoration include inverse
filtering, Wiener filtering, and constrained least squa-
res filtering.

192. Image reconstruction refers to the process of
reconstructing an image from a set of its projections.
The projections may be taken along a set of parallel
rays, in which case they are called parallel projec-
tions, or they may be taken along a set of rays
emanating from a point, in which case they are called
fan beam projections. The most commonly employed
reconstruction techniques are the filtered back pro-
jection and the algebraic reconstruction techniques.
Image reconstruction techniques are important in
computerized tomography, nuclear medicine, and
ultrasonic imaging.

193. Image enhancement is any one of a group of
operations which improve the detectability of
objects. These operations include, but are not limited
to, contrast stretching, edge enhancement, spatial
filtering, noise suppression, image smoothing, and
image sharpening.

194. Image processing or picture processing
encompasses all the various operations which can be
applied to image data. These include, but are not
limited to, image compression, image restoration,
image enhancement, preprocessing, quantization,
spatial filtering, matching, and recognition tech-
niques.

195. Interaction image processing is carried out by
an operator or analyst at a console with a means of
accessing, preprocessing, feature extracting, classi-
fying, identifying and displaying the original imagery
or the processed imagery for subjective evaluation
and further interactions.

17. VISION

196. Structured light refers to a technique of pro-
jecting a carefully designed light pattern on a scene
and viewing the scene from a different direction.
Usually the pattern consists of successive planes of
light at different positions and orientations. Those
pixels which image a surface patch which is lit by a
known light pattern have sufficient information to
determine the 3D coordinates of the surface patch
since the light pattern is designed so that the line of
sight passing through the pixel and the lens will
intersect the known light pattern in a unique point.
For stereo matching purposes, the structured light
pattern may be “unstructured” in the sense of being
a texture pattern or consisting of random stipples.

197. Light striping refers to a simple form of struc-
tured lighting in which the light pattern consists of
successive planes of light which are all parallel.

198. Stereopsis refers to the capability of deter-
mining the depth of a 3D point by observing the
point on two perspective projection images taken
from different positions.
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199. A stereo image pair refers to two perspective
projection images taken of the same scene from
slightly different positions. The common area
appearing in both images of the stereo pair is usually
40% to 80% of the total image area,

200. A point p on one image and a point g on a
second image are said to form a corresponding point
pair (p, q) if p and g are each a different sensor
projection of the same 3D point. The visual cor-
respondence problem consists of matching all pairs
of corresponding points from two images of the same
scene.

201. Disparity or stereo disparity refers to the dif-
ference in positions of the images of the same 3D
point in two perspective projection images taken
from different positions.

202. Stereo matching refers to the matching pro-
cess by which corresponding points on a stereo image
pair or identified.

203. Triangulation refers to the process of deter-
mining the (x, y, z) coordinates of a 3D point from
the observed position of two perspective projec-
tions of the point. The centers of perspectivity
and the perspective projection planes are assumed
known.

204. The epipolar axis of a stereo image pair is the
line passing through the center of perspectivities of
the image.

205. The two epipoles of a stereo image pair consist
of one point on each of the perspective projection
planes determined as the intersection of the image
plane with the epipolar axis. For stereo image pairs
having parallel perspective projection image planes,
the epipoles are infinitely far to the left and right.

206. An epipolar ray is the line segment between
an epipole and a point on the perspective projection
image plane.

207. An epipolar line on one stereo image cor-
responding to a given point in another stereo image
is the perspective projection on the first stereo image
of the 3D ray which is the inverse perspective pro-
jection of the given point from the other stereo
image.

208. An epipolar plane relative to a pair of stereo
images is any plane determined by an observed 3D
point, the position in 3D space of its perspective
projection on the left stereo image and the position
in 3D space of its perspective projection on the
right stereo image. Every epipolar plane contains the
epipolar axis and every plane which contains the
epipolar axis is an epipolar plane.

209. An occluding boundary is a boundary appear-
ing on an image due to a discontinuity in range or
depth of an object in the observed scene.

210. For each fixed viewing position and point
source of illumination, the reflectance map is a func-
tion defined on gradient space which specifies a
surface’s reflectivity. Thus, at each possible orien-
tation of the surface normal (as encoded by the
surface’s first order partial derivatives) the surface’s

reflectance map specifies the reflection coefficient of
the surface.

211. Shape from shading refers to the capability
of determining the 3D shape characteristics of an
object from the gray tone shading manifested by
the object’s surface on a perspective projection or
orthographic projection image, that is, from its
reflective map.

212, Local shading analysis refers to the capability
of inferring the shape and predominant tilt of a
section of an object’s surface by the image intensities
in a local neighborhood of a perspective or parallel
projection view.

213. Photometric stereo refers to the capability of
determining surface orientation by means of the
shading variations present on two or more images
taken of the same scene from the same position and
orientation but with the light source in different
positions.

214. The motion field or image flow is an image
in which the value of each pixel is the projected
translational velocity arising from a surface point of
an object in motion relative to the camera. Each
projected translational velocity vector is called an
optic flow vector.

215. An optic flow or optical flow image is an
image in which the value of each pixel is the estimated
projected translational velocity arising from a surface
point of an object in motion relative to the camera.
Because the projected velocity may not be estimable
at each pixel, there may be some pixels in an optic
flow image having no optic flow information.

216. The focus of expansion of a motion field
image arising from a moving camera and stationary
scene is that point on the image at which the optic
flow is zero and such that the optic flows of the
neighboring points are directed away from it. In
cases of relative motion toward the camera, there
will be exactly one focus of expansion point in such
a motion field image. In a motion field image arising
from an object in relative motion to the camera, the
focus of expansion is that point on the image having
all the optic flow vectors arising from the moving
object directed away from it.

217. The focus of contraction of a motion field
image arising from a moving camera and stationary
scene is that point on the image at which the optic
flow is zero and such that the optic flows of the
neighboring points are directed toward it. In cases
of relative motion away from the camera, there will
be exactly one focus of contraction point in such a
motion field image. In a motion field image arising
from an object in relative motion to the camera, the
focus of contraction is that point on the image having
all the optic flow vectors arising from the moving
object directed toward it.

218. Structure from motion refers to the capability
of determining a moving object’s shape charac-
teristics, and its position and velocity as well, from
a sequence of two or more images taken of the
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moving object. Equivalently, if the camera is in
motion, structure from motion refers to the capa-
bility of determining an object’s shape
characteristics, and its position and the camera’s
velocity, from a sequence of two or more images
taken of the object by the moving camera. One
fundamental kind of structure from motion problem
is to determine the fixed position of M 3D points
from a time sequence of N views and containing the
2d perspective projection of the M 3D points.

219. Passive navigation refers to the determi-
nation of the motion of a camera from a time varying
image sequence.

220. Dynamic scene analysis refers to the analysis
of time varying imagery. The purpose of the analysis
may be to track moving objects, determine the

motions of the objects, recognize the objects, deter- -

mine the spatial positions of the objects at the time
each image was obtained, or determine a shape
description or characterization of one or more
objects.

221. Shape from texture refers to the capability
of determining the 3D shape characteristics of a
homogeneously textured surface from the texture
density variations manifested by the surface on a
perspective projection or orthographic projection
image.

222. Surface reconstruction refers to the process
by which a 3D surface is analytically described by its
boundary representation on the basis of processing
a stereo image pair, a range map, or a time varying
image sequence of the observed surface.

223. Shape from contour or shape from shape
refers to the capability of inferring the 3D shape of
an object from a 2D perspective projection view of
a set of regularly marked contours on the object’s
surface.

224, The 23D sketch is a multiband image, each
pixel providing information about the depth and
surface orientation of the surface projected on it as
well as providing an indication of the existence of a
nearby depth discontinuity and an indication of the
existence of a nearby surface discontinuity.

225. The intrinsic scene characteristics for each
object surface point are: its depth from the image
focal plane, its surface orientation, its reflectance,
and its incident illumination.

226. An intrinsic image is a multiband image in
which each pixel contains the predominant intrinsic
scene characteristics of the surface patch projecting
to its position. Hence each pixel of the intrinsic image
specifies depth, surface orientation, reflectance, and
incident illumination for the surface patch projecting
to its position.

227. Inverse optics refers to the capability of infer-
ring the 3D position and/or the surface normal of
each point on an object’s surface and/or the surface
shape from one or more perspective projection
images of the object. Included in the techniques of
inverse optics are stereo, photometric stereo, shape

from shading, shape from texture, and structure from
motion. Inverse optics techniques can be thought of
as techniques which invert the perspective projection
process and which, therefore, belong to the recon-
structionist school of applied physics computer
vision.

228. The blocks world refers to a world in which
all objects have simple surfaces. The most common
kind of objects in the blocks world are polyhedral
objects.

229. A view aspect is a maximal connected region
of viewpoint space having the property that when
looking at a given object’s center from any point of
a view aspect, the resulting views are topologically
identical.

230. Anaspect graph is a graph in which the nodes
are the view aspects and the arcs connect adjacent
view aspects. The views represented by the nodes in
the graph are all the stable views, characteristic views
and principal views.

231. 3D vision refers to the capability of a machine
vision system to be able to infer some 3D charac-
teristic of an object or object feature such as its
position, dimensions, orientation or motion or some
3D characteristic of a point or an object surface such
as its 3D position or surface normal orientation.

232. Automatic visual inspection or automatic
vision inspection refers to an inspection process
which uses a sensor producing image data and which
uses techniques from image processing, pattern rec-
ognition, or computer vision to measure and/or
interpret the imaged objects in order to determine
whether they have been manufactured within per-
mitted tolerances. Automatic visual inspection sys-
tems usually integrate the technologies of material
handling, illumination, image acquisition and special
purpose computer hardware along with the appro-
priate image analysis algorithms into a system
intended to be of practical use in the factory. Benefits
from using automated visual inspection can include
more accurate, reliable, repeatable, and complete
quality assurance at a lower price and a higher speed
of inspection than possible by manual labor.

233. A machine vision system is a system capable
of acquiring one or more images of an object, capable
of processing, analysing and measuring various
characteristics of the acquired images, and inter-
preting the results of the measurements in such a
way that some useful decision can be made about the
object. Functions of machine vision systems include
locating, inspecting, gauging, identifying, recog-
nizing, counting, and motion estimating.

234. Visual fixturing or visual pose determination
refers to the capability of inferring the position and
orientation of a known object using a suitable object
model and one or more cameras, range sensors, or
triangulation based vision sensors.

235. Optical gauging or visual gauging refers to the
ability to measure specific positions or dimensions of
a manufactured object by using non-contact light
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sensitive sensors to compare these measurements to
preselected tolerance limits for quality inspection
and sorting decisions. Gauging has wide application
in manufacturing since it can determine the dia-
meters of holes, openings, or cutouts, the widths of
shafts, components, gaps, wires, or rods, and the
relative locations of holes, folds, features, com-
ponents, openings, or breaks.

236. A gauging system can be either a fixed inspec-
tion or flexible inspection system. The fixed inspec-
tion system holds the part in a precision test fixture
and has one or more sensors to take the required
measurements. Flexible inspection utilizes sensors
that are moved about the part being inspected, the
motion being done along a programmed path tra-
jectory. Flexible inspection gauging is sometimes
called robotic gauging.

237. A vision procedure is said to be robust if
small changes in the assumed model on which the
procedure or technique was developed produce only
small changes in the result. Small fractions of the
data which do not fit the assumed model and which
in fact are very far from fitting the assumed model,
constitute a small change in the assumed model.
Data not fitting an assumed model may be due to
rounding or quantizing errors, gross errors, or
because the model itself is only an idealized approxi-
mation to reality.

238. Computer vision, image understanding, or
scene analysis is that combination of image
processing, pattern recognition, and artificial intel-
ligence technologies which focuses on the computer
analysis of one or more images, taken with a single/
multiband sensor or taken in time sequence. The
analysis recognizes, locates the position and orien-
tation, and provides a sufficiently detailed symbolic
description or recognition of those imaged objects
deemed to be of interest in the three-dimensional
environment. The computer vision process often uses
geometric modeling and complex knowledge rep-
resentations in an expectation or model based match-
ing or searching methodology. The searching can
include bottom up, top down, blackboard, hier-
archical, and heterarchical control strategies.

239. The bottom up control strategy is an approach
to problem solving that is dara driven. It employs no
object models in its early stages and only uses general
knowledge about the world being sensed. In a com-
puter vision system using a bottom up control strat-
egy, the observed image data is interpreted and
aggregated. The interpretations and aggregations are
then successively manipulated and aggregated until
a sufficiently high level description of the scene has
been generated.

240. The top down control strategy is an approach
to problem solving that is goal-directed or expectation
directed. A form of solution is generated or hypo-
thesized. Assuming the hypothesis is true and using
the information in the knowledge data base, the
inference mechanism then infers, if possible, some

consistent set of values for the unknown variables or
parameters. If a consistent set can be inferred, then
the problem has been solved. If a consistent set
cannot be inferred, then a new form of solution is
generated or hypothesized. In a computer vision
system using a top down control structure, the num-
ber or types of objects being sensed in the image is
usually highly constrained and knowledge about the
objects, relationships between objects, and object
parts are all known. The system hypothesizes that
the image shows a particular set of objects, infers
values for parameters, and then tests to verify that
the hypothesis is consistent with the observed data.

241. A hierarchical control strategy is an approach
to problem solving in which the given problem is
solved by dividing it up into a set of subproblems,
each of which encapsulates an important or major
aspect of the original problem. Then each sub-
problem is successively divided into more detailed
subproblems. The refinement continues until the
most refined subproblems can be solved directly.

242. A blackboard control strategy is an approach
to problem solving in which the various components
of the inference mechanism communicate with one
another through a common working data storage
area called the blackboard. When the blackboard
has sufficient data to permit one component of the
inference mechanism to make a deduction, the infer-
ence mechanism goes to work and writes its results
on the blackboard where it becomes available for
the other components of the inference mechanism.
In this manner the inferred constraints are suc-
cessively propagated and the required search is made
more limited.

243. Model based computer vision is a computer
vision process which employs an explicit model of
the object to be recognized. Recognition proceeds
in a top down manner by matching the object data
structure inferred from the observed image to the
model data structure.

244, Knowledge based vision refers to a computer
vision process which has an image processing com-
ponent, a reasoning or inference component, and a
knowledge data base component. The knowledge
data base stores information about the environment
being imaged. The image processing component
extracts primitive point, line, curve, and region infor-
mation from an observed image. The reasoning or
inference component is typically rule based and inte-
grates the information produced by the image pro-
cessing component with the information in the
knowledge data base and reasons about what hypoth-
esis should be next generated, what hypothesis
should be next validated, what new information can
be inferred from what has already been established,
and what new primitives the image processing com-
ponent should extract next.

18. PATTERN RECOGNITION

245, Pattern recognition techniques can be used to
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construct decision rules which enable units to be
identified on the basis of their measurement patterns.
Pattern recognition techniques can also be employed
to cluster together units having similar enough
measurement patterns. In statistical pattern recog-
nition, the measurement patterns have the form of
n-tuples or vectors. In syntactic pattern recognition,
the measurement patterns have the form of sentences
from the language of a phrase structure grammar. In
structural pattern recognition, the measurements do
not have the form of an n-tuple or vector. Rather,
the unit being measured is encoded in terms of its
parts and the relationships as well as properties of
the parts.

246. Pictorial pattern recognition refers to tech-
niques which treat the image as a pattern and either
categorize the image or produce a description of the
image.

247. The unit is the entity which is observed and
whose measured properties constitute the measure-
ment pattern. The simplest and most practical unit
to observe and measure in the pattern recognition of
image data is often the pixel (the gray tone intensity
or the gray tone intensity n-tuple in a particular
resolution cell). This is what makes pictorial pattern
recognition so difficult, because the objects requiring
analysis or identification are not single pixels but are
often complex spatial formations of pixels.

248. A measurement paitern or pattern is the data
structure of the measurements resulting from observ-
ing a unit.

249. A measurement n-tuple or measurement vec-
tor is the ordered n-tuple of measurements obtained
from a unit under observation. Each component of
the n-tuple is a measurement of a particular quality,
property, feature, or characteristic of the unit. In
image pattern recognition, the units are usually pic-
ture elements or simple formations of picture
elements and the measurement n-tuples are the cor-
responding gray tone intensities, gray tone intensity
n-tuples, or properties of formations of gray tone
intensities.

250. The Cartesian product of two sets A and B,
denoted by A X B, is the set of all ordered pairs
where the first component of the pair is some element
from the first set and the second component of the
pair is some element from the second set. The Car-
tesian product of N sets can be defined inductively.

251. Measurement space is a set large enough to
include in it the set of all possible measurement
patterns which could be obtained by observing some
set of units.

252. The range set R; for the ith sensor, which
produces the ith image in the multi-image set, is the
set of all measurements which can be produced by
the ith sensor. Simply, it is the set of all gray tone
intensities which could possibly exist in the ith image.
When the units are the pixels, measurement space
M is the Cartesian product of the range sets of the
sensors: M =R X Ry X ... XR,.

253. Each unit is assumed to be of one and only
one given type. The set of types is called the set of
pattern classes or categories C, each type being a
particular category.

254, A feature, or feature pattern, or feature n-
tuple, or feature vector or pattern feature is a n-tuple
or vector whose components are functions of the
initial measurement pattern variables or some subset
of the initial measurement pattern variables. Feature
n-tuples or vectors are designed to contain a high
amount of information relative to the discrimination
between units of the types of categories in the given
category set. Sometimes the features are pre-
determined and other times they are determined at
the time the pattern discrimination problem is being
solved. In image pattern recognition, features often
contain information relative to gray tone intensity,
texture, or region shape.

255. Feature space is the set of all possible feature
n-tuples.

256. Feature selection is the process by which the
features to be used in the pattern recognition prob-
lem are determined. Sometimes feature selection is
called property selection.

257. Feature extraction is the process by which
an initial measurement pattern or some subset of
measurement patterns is transformed to a new pat-
tern feature, Sometimes feature extraction is called
property extraction.

The word pattern can be used in three distinct
senses:

1. as measurement pattern;

2. as feature pattern; and

3. as the dependency pattern or patterns of

relationships among the components of any

measurement n-tuple or feature n-tuple derived
from units of a particular category and which are
unique to those n-tuples, that is, they are depen-
dencies which do not occur in any other category.

258. A classifier is a device or process that sorts
patterns into categories or classes.

259. The compactness hypothesis states that the
pattern measurements of a given class are nearer to
other pattern measurements in the class than they
are to pattern measurements from other classes.

260. The region of space occupied by pattern
measurements coming from the same class or cat-
egory is called a class region.

261. Two classes or categories are said to be sep-
arable if their class regions do not overlap. If for
every class region there exists a hyperplane which
separates the class region from all other class regions,
the classes are said to be linearly separable.

262. A prototype pattern or reference pattern is the
observable or characteristic measurement or feature
pattern derived from units of a particular category,
A category is said to have a prototype pattern only
if the characteristic pattern is highly representative
of the n-tuples obtained from units of that category,

263. A data sequence Sy=(d, d», . . ., dp) is a
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sequence of patterns derived from the measurement
patterns or features of some sequence of observed
units. d; is the pattern associated with first unit; d,
is the pattern associated with the second unit; and d;
is the pattern associated with the jth unit.

264. A decision rule f usually assigns one and only
one category to each observed unit on the basis of
the sequence of measurement patterns in the data
sequence S; or on the basis of the corresponding
sequence of feature patterns.

265. A simple decision rule is a decision rule which
assigns a category to a unit solely on the basis of the
measurements or features associated with the unit.
Hence, the units are treated independently and the
decision rule f may be thought of as a function which
assigns one and only one category to each pattern in
measurement space or to each feature in feature
space.

266. A hierarchical decision rule is a decision rule
in a tree form. In binary trees, each non-terminal
node of the tree contains a simple decision rule which
classifies patterns as belonging to its left child or to
its right child. Each terminal node of the tree contains
the assigned class or category of the observed unit.

267. A compound decision rule is a decision rule
which assigns a unit to a category on the basis of some
non-trivial subsequence of measurement patterns in
the data sequence or in the corresponding sequence
of feature patterns.

268. Provision can be made for a decision rule to
reserve judgment or to defer assignment if the pattern
is too close to the category boundary in measurement
or feature space. With this provision, a deferred
assignment is an assignment to the category of
“reserved judgment”.

269. A category identification sequence or ground
truth S, ={cy, ¢, . . ., ¢;) is a sequence of category
identifications obtained from some sequence of
observed units. ¢, is the category identification of
the first unit; ¢, is the category identification of the
second unit; and ¢; is the category identification of
the jth unit.

270. A training sequence is a set of two sequences:
(1) the data sequence and (2) a corresponding cat-
egory identification sequence. A training datum is
the pair consisting of a pattern in the data sequence
and the corresponding category identification in the
category identification sequence. The training
sequence is used to estimate the category conditional
probability distributions from which the decision rule
is constructed or it may be used to estimate the
decision rule itself.

271. A training procedure is a procedure which
uses the training sequence to construct a decision
rule. It may operate by passing through the entire
training sequence one time and construct the decision
rule in a manner which is independent of the order
in which the training data occurs in the training
sequence. It may operate iteratively in which case it
passes through the training sequence many times and
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after handling each training datum, it modifies or
updates the decision rule. Such iterative training
procedures may be affected by the order in which
the training data occurs in the training sequence.

272, A window training procedure is an iterative
training procedure in which each adjustment of the
decision rule is made only when the training datum
falls within a specified window, a subset of the pattern
measurement space. Usually this subset or window
contains the decision boundary.

273. An error correcting training procedure is an
iterative sequential training procedure in which at
each iteration the decision rule is adjusted in
response to a misclassification of a training datum.

274. A classifier is said to learn if its iterative
training procedure increases the classification per-
formance accuracy of the classifier after each few
iterations.

275. The conditional probability of a measurement
or feature n-tuple d given category ¢ is usually
denoted by P.(d), or by P(d|c), and is defined as the
relative frequency or proportion of times the n-tuple
d is derived from a unit whose true category identi-
fication is c.

276. A distribution-free or non-parametric decision
rule is one which makes no assumptions about the
functional form of the conditional probability dis-
tribution of the patterns given the categories.

277. A simple maximum likelihood decision rule
is one which treats the units independently and
assigns a unit # having pattern measurements or
features d to that category ¢ whose units are most
probable to have given rise to pattern or feature
vector d, that is, such that the conditional probability
of d given c is highest.

278. A simple Bayes decision rule is one which
treats the units independently and assigns a unit u
having pattern measurements or features d to the
category ¢ whose conditional probability, given
measurements d, is highest.

279. Let {u), Uy, . . ., u)) be a sequence of units
with corresponding data sequence {d,, d-, . . ., d)
and known category identification sequence
(€15 €2, v« -, €}, A simple nearest neighbor decision
rule is one which treats the units independently and
assigns a unit u of unknown identification and with
pattern measurements or features d to category ¢
where d; is that pattern closest to d by some given
metric or distance function.

280. A discriminant function f(d) is a scalar func-
tion, whose domain is usually measurement space
and whose range is usually the real numbers. When
fld)=fild), for k=1,2 ... K, then the decision
rule assigns the ith category to the unit giving rise to
pattern d.

281. A linear discriminant function f is a dis-

n

criminant function of the form f(d) = 2 4,6, + a,
=1

i
where d = (6,, 65, . . ., 8,) represents the measure-
ment pattern.
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282. A quadratic discriminant function f is a dis-
criminant  function of the form f(d)=

n n n
2 E a,jé,-ﬁ,- =k 2 aié} + ag.
i=1j=i j=1

283. A decision boundary between the ith and kth
categories is a subset H of patterns in measurement

space M defined by
H ={d € M|fi(d) = fe(d)},

where f; and fj are the discriminant functions for the
ith and kth categories.

284. A hyperplane decision boundary is the special
name given to decision boundaries arising from the
use of linear discriminant functions.

285. A linear decision rule is a simple statistical
pattern recognition decision rule which usually treats
the units independently and makes the category
assignments using linear discriminant functions. The
decision boundaries obtained from linear decision
rules are hyperplanes.

286. The pattern discrimination problem is con-
cerned with how to construct the decision rule which
assigns a unit to a particular category on the basis of
the measurement pattern(s) in the data sequence or
on the basis of the feature pattern(s) in the data
sequence.

287. Pattern identification is the process in which
a decision rule is applied. If §, = {uy, ua, . . ., w)) is
the sequence of units to be observed and identified,
and if S, = (d,, d3, . . ., dj) is the corresponding data
sequence of patterns, then the pattern identification
process produces a category identification sequence
S.={cy, ¢z, . . ., ¢ where ¢; is the category in C to
which the decision rule assigns unit «; on the basis of
the j patterns in S,;. In general, each category in S,
can be assigned by the decision rule as a function of
all the patterns in S;. Sometimes pattern identi-
fication is called pattern classification or classification.

288. A perceptron or neural network is an inter-
connected network of nonlinear units or processing
elements capable of learning and self organizing.
The response of a unit or a processing element is a
non-linear monotonic function of a weighted sum of
the inputs to the processing elements. The weights,
called synaptic weights are modified_by a learning or
reinforcement algorithm. Typical nonlinear pro-

1

T1e and tanh(x).
When each processing element contributes one com-
ponent to the output response vector and its inputs
are selected from the components of the input pat-
tern vector, the perceptron is called a simple
percepiron. Processing units whose output only
indirectly influences the components of the output
response vector are called hidden units.

289. An error corrective reinforcement for a per-
ceptron is a learning or training algorithm in which
the change in a synaptic weights is a function of the

cessing functions are sgn(x),

degree to which the output of the processing unit
is not what it is desired to be. Error corrective
reinforcement algorithms are also called error back
propagation algorithms.

290. A forward coupled perceptron is a perceptron
in which the processing units are layered. The inputs
to the processing units in layer n come from the
outputs of processing units in layers prior to layer .
Single layered perceptrons can create linear decision
surfaces. Two layered perceptrons can create con-
vex decision regions. Three layered perceptrons
can create almost arbitrarily shaped decision
regions.

291. A series coupled perceptron is a forward
coupled perceptron in which the inputs to the pro-
cessing center in layer n come from the outputs of
processing units in layer n — 1.

292. A back coupled perceptron is a perceptron
which is not forward coupled. That is, there is some
processor in layer n where output feeds back and is
the input to a processor in some layer prior to layer
n.

293. A cluster is a homogeneous group of units
which are very “like” one another. “Likeness”
between units is usually determined by the associ-
ation, similarity, or distance between the measure-
ment patterns associated with the units.

294. A cluster assignment function is a function
which assigns each observed unit to a cluster on
the basis of the measurement pattern(s) in the data
sequence or on the basis of their corresponding fea-
tures. Sometimes the units are treated indepen-
dently. In this case the cluster assignment function
can be considered as a transformation from measure-
ment space to the set of clusters.

295. The pattern classification problem is con-
cerned with constructing the cluster assignment func-
tion which groups similar units. Pattern classification
is synonymous with numerical taxonomy or clus-
tering.

296. The cluster identification process is the pro-
cess in which the cluster assignment function is
applied to the sequence of observed units thereby
yielding a cluster identification sequence.

297. A misidentification, or misdetection, or type 1
error occurs for category c¢; if a unit whose true
category identification is ¢; is assigned by the decision
rule to category ¢, k % i. A misidentification error
is often called an error of omission.

298. A false identification, or false alarm, or type
IT error occurs for category ¢; if a unit whose true
category identification is ¢, k # I, is assigned by the
decision rule to category c;. A false identification
error is often called an error of commission.

299. A prediction sequence, Qr test sequence, Or a
generalization sequence is a set of two sequences: (1)
data sequence (whose corresponding true category
identification sequence may be considered to be
unknown to the decision rule) and (2) a cor-
responding category identification sequence deter-
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mined by the decision rule assignment. By comparing
the category identification sequence determined by
the decision rule assignment with the category identi-
fication sequence determined by the ground truth,
the misidentification rate and the false identification
rate for each category may be estimated.

300. A confusion matrix or contingency table is an
array of probabilities whose rows and columns are
both similarly designated by category label and which
indicates the probability of correct identification for
each category as well as the probability of type I
and type II errors. The (ith, kth) element P,
is the probability that a unit has true category identi-
fication ¢; and is assigned by the decision rule to
category cy.

301. A unit is said to be detected if the decision
rule is able to assign it as belonging only to some
given subset A of categories from the set C of cat-
egories. To detect a unit does not imply that the
decision rule is able to identify the unit as specifically
belonging to one particular category.

302. A unit is said to be recognized, identified,
classified, categorized, or sorted if the decision rule
is able to assign it to some category from the set of
given categories. In some applications, there may be
a definite distinction between recognize and identify.
In these applications, for a unit to be recognized, the
decision rule must be able to assign it to a type of
category, the type having included within it many
subcategories. For a unit to be identified, the decision
rule must be able to assign it not only to a type of
category but also to a subcategory of the category
type. For example, a small area ground patch which
may be recognized as containing trees may be
specifically identified as containing apple trees.

303. A unit is said to be located if specific coor-
dinates can be given for the unit’s physical location.

304. Accuracy refers to the degree of closeness an
estimate has to the true value of what it is estimating.

305. Precision refers to the degree of closeness an
estimate has to its expected value.

306. The receiver operating characteristic or the
receiver operating curve of a pattern classifier is a
function of its misdetection error rate against its false
alarm rate.

307. The leave-K-out method of evaluating a pat-
tern classifier divides the training set into L mutually
exclusive subsets each having K patterns. The clas-
sifier is successively trained using L — 1 of the subsets
and tested on the Lth subset. The evaluation is then
made on the accumulated performance tests of the
experiments where in each experiment K patterns
were omitted from the training set and then used in
the testing set. Performance estimates obtained using
the leave-K-out method are unbiased. However, for
small K the estimates will have high variance.

308. The resubstitution method of evaluating a pat-
tern classifier uses the same set for training and
testing. Performance estimates obtained using the
resubstitution method are always biased high.
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Cluster

Cluster Assignment Function
Cluster Identification
Clustering

Compactness
Compactness Hypothesis
Compound Decision Rule
Computer Vision
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Conditional Probability
Confusion Matrix
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Data Sequence

Decision Boundary
Decision Rule

Defer Assignment
Density Slicing
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Discrete Tonal Feature
Discriminant Function
Disparity

Distance Transform
Distribution-Free
Dynamic Imagery
Dynamic Scene Analysis
Edge Image

Edgel

Edge Linking

Edge Operator
Eight-Connected

293
294
296
295
135
259
267
238
124
275
300
189
112
141
142
191
153
300
172
126
7

7

7

7
58
115
73
75
200
152
149
239
263
283
264
268
56
15
301
13
40
13
114
13
94
76
100
182
159
280
201
108
276
19
220
82
10
83
81
113

RoOBERT M. HARALICK and LINDA G. SHAPIRO

Elongatedness
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Gray Level Co-occurrence Matrix 162
Gray Level Difference Histogram 164
Gray Level Dependence Matrix 162
Gray Level Image 21
Gray Scale Image 21
Gray Scale Octree 150
Gray Scale Quadtree 148
Gray Shade 3
Gray Tone 3
Gray Tone Intensity 3
Ground Truth 269
Hidden Units 288
Hierarchical 241
Hierarchical Decision Rule 266
High Pass Filter 77
Histogram 23
Histogram Equalization 61
Histogram Hyperbolization Quantizing 63
Hole 121
Homomorphic Filtering 87
Hough Transform 101
Hue Saturation 37
Hyperplane Decision Boundary 284
Identified 302
INluminance 26
Illumination 25
Image 1
Image Compression 190
Image Density 3
Image Enhancement 193
Image Flow 214
Image Histogram 23
Image Intensity 3
Image Matching 175
Image Operator 53
Image Processing 194
Image Pyramid 80
Image Reconstruction 192
Image Restoration 191
Image Segmentation 167
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Image Time Sequence 19
Image Transform 53
Image Transform Operator 53
Image Understanding 238
Image Value 3
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Interaction Image Processing 195
Interest Operator 183
Interior Border Pixel 116
Interior Pixel 118
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Intrinsic Image 226
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Inverse Discrete Fourier Transform 76
Inverse Filtering 191
Inverse Optics 227
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Level Slicing
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Limiting Resolution
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Local Feature Focus Method
Local Shading Analysis
Located

Low Pass Filter
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Luminous Flux

Luminous Intensity

Lux

Machine Vision System
Masking

Match

Matched Filtering
Mathematical Morphology
Max Distance

Maximum Likelihood Decision Rule
Measurement N-Tuple
Measurement Pattern
Measurement Space
Measurement Vector

Medial Axis

Median Filter

Minimum Perimeter Polygon
Minimum Variance Quantizing
Misdetection

Misidentification

Model Based Computer Vision
Moment

Morphologic Edge Operators
Morphological Image Pyramid
Motion Field

Multi-Band Image
Multi-Image Set

Multi-Level Thresholding
Multi-Spectral Image
Multi-Temporal Image
Nearest Neighbor Decision Rule
Neighborhood Operator
Neural Network
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Numerical Taxonomy
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Optical Gauging
Optic Axis

Optic Flow

Optic Flow Vector
Orientation Histogram
Orientation Map
Orthographic Projection
Quter Orientation
Parallax

Parallel

Parallel Projections
Passive Navigation
Pattern

Pattern Classes
Pattern Classification
Pattern Discrimination
Pattern Feature
Pattern Identification
Pattern Recognition
Pel

Perceptron

Perimeter

Perspective Projection
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Pictorial Pattern Recognition
Picture Element
Picture Processing
Pixel

Point Operator
Precision

Prediction Sequence
Preprocessing

Primal Sketch
Principal Axis
Principal Distance
Principal Point
Probabilistic Relaxation
Projection Index Image
Property Extraction
Property Selection
Prototype Pattern
Pyramid
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Quadradic Discriminant Function

Quadtree

Quantizing

Radiance

Radiant Intensity

Range Image

Range Map

Range Set
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Receiver Operating Curve
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Region Aggregation
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Regions of Interest
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Relational Matching
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Resolution

Resolution Cell
Resolution Limit
Resubstitution Method
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Robust
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Scale Space Image
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Scene Analysis
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Second Moment Matrix
Separable
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Shape From Contour
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Signature Analysis

Simple Boundary

Simple Decision Rule
Simple Perceptron
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Sorted

Spatial Filter
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Spatial Resolution
Spherical Product

Square

Statistical Pattern Recognition
Statistical Texture Measures
Step Edge Operator
Stereo Disparity

Stereo Image Pair

Stereo Matching
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Strip Tree
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Structural Pattern Recognition
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Structure From Motion
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Surface Reconstruction
Sweeping Rule
Symbolic Image
Symbolic Registration
Symbolic Matching
Symmetric Axis
Synaptic Weights
Syntactic Pattern Recognition
Template Matching
Test Sequence

Texel

Texture

Thickening Operator
Thinning Operator
Three-Dee Vision
Thresholding

Time Varying Image
Top Down

Training Procedure
Training Sequence

Glossary of computer vision terms

222
152

22
176
176
140
288
245
173
299
161
160

99

98
231

35

19
240
271
270

Triangulation

Two and a Half D Sketch
Two-Dimensional Signal Processing
Type I Error

Type II Error

Unit

Vanishing Point

Video Image

View Aspect
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Visual Fixturing

Visual Gauging

Visual Pose Determination
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Wiener Filtering

Window Training Procedure
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YIQ Coordinate
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Zero Crossing Operators
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