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ApgrRACT (1)
This experiment has determined an
optimum problem aolving atrategy for the
consistent labeling problem.. Onae combi-
nation of Factors, depth first aearch
strategy-transmit large problema-tranamit
30% of a processor“s work, was found to
be statistically best, especially for
large problem sizes or for architedturse
with restricted communications paths,
Puture work involves axperimentation to
understand the architecture related fac-
tora. The results in this paper indicate
that the performanoe of the aystem, even
using the optimum problem solving stxa-
tegy, will vary considerably with archi-
tectura,

I. INTRODUCTION

Cobinatorial problem solving undec-
lies numerous important problema in areas
such as operations research, non=paramg-
tzlo statistics, gruth theory, ocomputar
sclence, and arxtificlal intelligenas,
Examples of sepacific combinatorial prob=
lams inoluda; but are not limited to,
various resource allocation problems, the
travelling salesman problem, the relatien
homomerphism problem, the graph olique
problem, the graph vartex cover problem,
the graph lndtfdndont get problem, tha
consistent labeling problem, and proposi-
tional 1loglc problems [12-1%). Thesae
problems have the common feature that all
known algorithms to solve them take, in
the worst case, exponential time as prob-
lem sl2e increases. They belong to tha
problem olaam NP,

This paper describes the interaction
between epecifio algorithm parameters and
the parallal qomputer architeatura, The
olusses of architeotures we consider are
those whigh have inherent distributed
control and whoge connection strugkure is
ragulac.,
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tiona which do searching,

Combinatorial pzoblems require solu-

Te help in
desoribing the parallel combinatorial
gearch, we assoolate with the space yat
to be saearched the term “the ourrent
problem.”™ A epresentation mechanism
which can partition the apace yet t& be
searched can divide the current problem

into mutually exolumive subproblems.

How supposa that one processor in a
parallel computer is given a combinata=-
rial problem. In order to get other pro~
cepgors involved, ¢the processor divides
the problem into mutually exclusive sub-
problame and gives one subproblem to each
of the neighboring processors, keaping
one subproblam itself, At any moment in
time each of tha processors in the paral=
lel computer network may be busy solving
a4 gubproblem or may ba idle after having
finished the subproblem on whioh it waa

working. At asuitable cccasions in the
procesding, =& busy procesacr may notice
that one of its meighbore 18 idls. oOn

such an occasion the busy processor
divides its gurrent problem into twe sub-
problams, hande one off to the idle
neighbor and keeps one itaelf,

The key points of this desoription are

1. the capability of problem division

2, the ability of avery processor to
solve the entire problem alone, Lf (&
_hld ho.

3. the ability of a busy‘proutllot to
tranefer a qubp:obiam to an {dle
neighbor.

The parallesl qomputer architecture

repearch issue im: to determine that way
of problem subdivision which maximises
computation efficlency for each way of
arcranging a given number of processors
and their bus communication links.

T¢ define thias

reseatch issue pre-
olsely requires

1. that we have a systematie parametric
way of desoribing processor/bua
arrangements ahd



2. that we have alternative problem #ub-
division techniqued.

This paper addresaes the interaction
batwaen the procaasor/bua graph and prob-
lam size subdivision tranafer meghahism,
Once these relationships are determine
and expredsgad mathematically, the paral-
1e¢l gomputar arghiteqtura design problem
bacomes lame of an ark and more of a
mathematical optimization.

gur ultimata goal is to allow computer
engineers to begin with the combinatorlal
problems of inkterast and determine via a
mathematical optimization, the optimal
parallel gomputer architecture to 8clve
the groblomn assuming that the asgooiated
conbinatorial algorithms are given.

1X. PROCESSOR-BUS MODEL

In this saection we disouss a pEOCes~
gog~bus model which can be used to medel
all known regular parallel architeotures
(1,3,4.,7,8,10,21-26]. The model does not

aurzently inglude the general intercon=

nection and ahuffle kype natworks,

The graphical basis for the model 18 a
connacted xegular blgnrtitu graph. A
graph is bipartite i its nodes can be
partitioned into two disjointed subpats
in such 4 way that all edges connect &
node in one subset with & noda in the
aecond aubaet. A graph ls connacted 4f
there is a path betweean every palr of
nodes in the graph. A bipaztite graph is
regular if every node in the fizst aat
has the same degree and every node in the
gacond set has the same degree. One aub-
sat of nodes represents the progessor
nodes and one subaet reprasanta the com=
munication nodes in tha parallel process-
ing system. Every adge in the graph then
connects a processing node ko a communi-
sation node.

Auy regular bipartite graph ocan be
used to design a parallel computer strug-
ture by assigning the nodes in one sat to
be processors and the nodes in the okhar
gat to be communication linK: {or buses).
Hotige that theoretigally elther set of
the bipartite graph could be the procas-
aor @ab, Therefora, each unlabelad
btsn:ELE. graph represants two distinetly
different computer architectures depand-
ing upon which set 8 consldered to be
processcrs and which set is considered to
be the busas.

The notation B(n_,4 ,n_,d,) will be
used to denote a reBulBr Bipfrtite graph
whioh representa an arxc¢hiteoture with n,
progassdcd (esach conneatad to d conmun ¥
cation nodes) and n, communigaPion nodas
{each serviaing 4, Processors) . Tha
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Boolean 3-cuba will then be represanted
by a graph B(8,3,12,2). In general, the
Boolean n-cube willjbe represented by &
r b n2 " 2) . R.v.!‘ihg the
asaignment of nodes top processors and
buses produces the B{12,2,8,3) graph
whigh i called the p-cuba by some invas~
tigators. :

Other common architectures also have
reprasentations ae bipartite graphs, For
exanple, & planar arcay of size x” qon-
negted in the Yon Ngumann manner {8
modelad as & B(x",4,2x",2) .graph, the
Heoga gonnacttan reaults in a
B{x*,0,4x",2) graph, the ocommon bus
architectuze '( or star) with procassorp
ia & B(x,1,1,x) 9graph, and the commen
ring architecture is a B(x,2,%,2) graph.
All existing archlitecures with regular
legal neighborhood intergonnections <Qan
be modaled as & H(np.dp.nc,dq) graph.

II., PROBLEM SOLVING PACTORSE

Introduction to Tres Searghing

In oxdexr to make
multiple asynchronous
problem, & major qoncarn is how to dia-
tribute tha work among the
with & minimum of inter
catisn. Kung {14] defines modulae g:u%g-
larity as the maximal amount of computa-

onal etime a module ocan progens without
having to communiocata. targa module
granulacity is better bacaude lt reduces
the aontantion for the buses and reducas
the amount of time & processor ia elthazr
{dle or sending or teceiving work. Alao,
lLarge granularity i usuyally better
begause of the typically fixed overhead
asscolated with the synchronization of
the multiple progessors.

effective use of a
prqeaessor for any

processocrs
coveasor communls

In the combinatorlial tree saarch prob=
lems we are considering, module granulag~
ity as dafined by Kung is not as meaning-
ful becsuse each progassor could in fact
solve the entire problem by itself with=
out communicating to anybods. FOr QUL
problem & more appropeiate definition of
module qrnnula:1t¥ might be the expactad
amount of progessing time ox the minimum
amount of proceassing time hefore A pra-
geasor spllits Llts problem inko two Bub~

roblems, one of whioh is given to an
dle nelghboring proceesor and one of
which is kept Ltsaelf.

finished search=-
tree redquired to
muat walt for

from another
The amount of time a proces-

wheh & procesacr haa
ing that portion of the
golve its subproblem, ix
new work to be tranaferréd
ProceBscr.



gor must wait before transmission bagine
and until tranemismion 1s completed is
time wasted {n the parallel environment
that would not be lost in a single pro-
casfor gystem. Thus, one muat expect
improvement in the time to completlon to
aolve a prablem in the multiple procesac:
anvironment to be less than proportional
to the number of processors. The fagtdrh
that can affect the performance by elthe:
radusing the aversge tranamission time or
reducing the required number of transmis-
sione inolude choice of algorithm, choige
of search strategy, and cholce of sube
roblems that busy processors transfer to
dle pProceascrs.

Choice of Algorithm

In the single proceseocr case, varlous
algorithms have been propesed and atudied
to efficiently seolva problemg requiring
treaa @earches, Theaa usually involve
investing an additional amount of compu~
tation st one node in the tree In order
to prune the tree early and avoid nesd-
less backeracking, In Work on constraint
satisfaction [l1], the forward chacking
pruning algorlithm was found ko perform
tha beat of the six tested and backtrack=
ing the worst.

For the same ceasons, it seems clear
that pruning the tree early should be
carrlied over to & multiple processor ays-—
tem to reduce the amount of computation
necésaary t¢ solve the problem. There
ara other reascns as Well. Pallure to
prune the tree aarly may later result in
tzanafers to i{dle provemsors of problems
which will be very quickly complated.
Binoce a transfer ties up, ko some extent,
both the undlng and regelving processer,
time ia lost doing the communication and
the processor raceiving the problem would
ghortly become idle.

We would, therefors, expect that in
the myltiple g:ucnnsor gnvironment the
forward checking pruning algorithm for
conatralnt satisfaotion would work much
better than backtracking. Rowevar, 1in
the uniprocessor environment Harallek and
Blliott almo showed that too much leook
ahead computation at a node in the searah
could actually ingrease the problem com-
pletion tinme. It is net olear that this
would be true in the multiple processorx
¢ana, It may be best to do more teating
early reducing future teanafers, gommuni=
cation overhead, and delay in conkrast to
the slngle processor case where only some
.gti. testing has been found to be worth-
while.

A sacond coneideration in the selec=
tion of a search algorithm is tha amount
of information that must be tranaferrad
to an idle processor to speaify a
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subproblem and any associated lookahead
information already obtained partinent to
the subproblem. In most cases this is
proportional (or invermely proportional)
to the complexity ©f the problem remain-
ing to be solved, thus the transmissicn
time will be a funotion of the problaem
complexity., Backtracking reguires very
little information to be pasaed whlle,
for forvard cheoking, a table of labals
yat to be eliminated must be sent.

Search Strateqy

BSaarch ltruiiqy ie a =acond fackor of
impoetance to tha multiple procassor
snvironment. When a problem involves
finding all solutions, 1like the consls-
tent labaling g:oblam, the entire tree
must be mearched, Thus, in a uniproces-
sor system the particular order in which
the paarch i8 oconducted, i.e., depth
firgt or breasdth fiest, has no effect,
In & multiple procesmer éymtam, however,
this 48 a critioal factor begause it
directly affects the complaxity of the
problams cremaining in the ¢tres t0 be
golved and avallable to be ment to idle
prooessors from busy processora.

A dugth first seacch will Jleava high
gomplexity problems to be solved later
{that is, roblems near the root of the
trea,) This would seam to ba desirable
in the multipla proceassor environment
bacause paseing such a problem to an idle
processor would increase the length of
time the proceamsor c<ould work before
going idle and thereby reduce the need
for communloation. On the other hand, a
breadth first search would tend to pro=
duce problems of approximately tha same
giza. Binoe the problem is not completed
until all processors are f£inished, the
breadth firse strategy might be prefera-
ble if Lt results 4in all procesaors fin-
iahing at about the same time. It might
be that the hest approach could be some
combination of the two; for example, one
might follow a depth f£irst atrateqy for &
oarkain number of lavels, then go breadth
firot to a certain depth, and then gon-
tinue depth first again.

Problem Pasging Strateqy

A fagtor oclosaely related to the search
strategy ocours when a processor hag a
pumber of problems of various qomplexi=
ties to dend £o an idle procassor, The
optimization quesmticon i how many should
ba eent and of what complexity(ies).
Further complicating this 1is a situation
where the processor is aware of more than
one idle processor. 1In such a situation,
how should the available work ba divided
and still leave a significant amount for
the sending progessor?



Further complicating this question is
the fact that the ovarhead involved in
aynochxonining the various rocessors and
tranemitting problems eo idle ones will
aventually reach a point where it will be
more than the lamnunt oftwozz 1-!&1 :: E-
done, An analegous situation ax ] n
la?eing; fast vcgnlons of QUICKSORT even-
tually resort to a simple gsort when the
amount remaining to be eorted is emall
[13].

In this case, it would appear that a
point will eventually be reached whate 1¢

is more effeqtive for a progessor .1mﬁ1y
ko ocompleta the problem itself rat er
than transmit parts of it ko others,

Determination of this point will depend
en the dapth in the trae of the problem
to be molved and the amount of intorms-
tlon that must be passad  (vhich depends
on the leokahead algorikhm being used.)

Processor ;ntgruomnunicatiog

Ona decision that has o be made is
how the need to transfer work is racoge
nlzed. 8pecifically, doas a procesaor
which has no further work interrupt a
busy processor, or does a processor with
extra work poll iles naighhoring process
sors to see 1f they ara idle,

The advantage of inkerrupts is that as
800N 48 a Brouluaor needs work, it aan
notify another procesaor instead of walt-
ing to be polled, Thia agsumes, howevar,
that a processor would gaxvice the inker-
tupt immediately lnstead of walting until
it had finished its currant work, A
disadvantage is that when a procasser
goes ldle, it cannot know which of itm
neighhora to interrupt. Using polling,
an idle processor can be sent wor) by any
available neighboring processor inotead
of being foroed to choode and intefrupt
one. In addition, although an inter=
Eupted processor may be working or tran-
amitting (a logical and necessary condi-
thnl when interrupted, it may not have &
problem to pass when it is time to pass
WOrKk to-the interrupting pLocaanor,
fact, the interrupted processor dould
itself go idle. For these reasons the
dimulation we dimcuss in sadtion IV uses
polling.  Whenever a progessor com lotes
4 node in the tree, and as long as it has
work it could transfer, ik ghacks eash
neighboring CPU and the connecting bus.
If both aze idle, a transfer ia made,
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I¥. BIMULATION EXPERIMENTS
In order to better understand the

behavior of the tightly ceupled asynchro-
noua Tarallol gomputer, we have designed
3 serlea of aimulation experiments using
the conalestent label ng fcn!hrglnt gatle~
faction gﬁobltm.. The simulation ugad to

pesform these experiments was written in
4IMULA (Birtwistla,, Myhrhaug & Nygaard,
1973). Lek U and b be finite gets Let

R % (U x L)“.
allsl computer
£1 U => L nutintyln?

© We use the simulated pag=-
to £ind all funstions
thae for all (u,v) @
Uxy, (u,f(u),v, £{v)) € R, Tha goal of
the aexperiments is to determina whigh
architeotural and which problem related
fagtors are significant enough to warrant
fuzther investigation, This paper pre-
sents the reaults for Problem related
factora,

In this experiment each problam faorop
vas tested ab kwo lavels, The factors
and levels tested ara diven in mable 1,
Baged on previous experimants (161, it
Was very olear that orwvard-checking was
significantly better than backtraoking so
all experiments used the forwarde=cheaking

algorithm [11). In  order that the
teaults be applicable for different
architectures and problem eizes, two

problem siges (small and medium) and two
vary different architectures {in terzmas of
Ehe number of communication pathe) were
used. The architectures ochosen were aym-
Mmebric %o eliminate the need for aasump-
tioens about the arahitecture ralated fage
tors  discussed earliaer. The ring
architecture, B{64, 1, €4, 2), due to the
limived inkerconnestion gtruckure, will
have diffieulty passing work from the
initial processor to didtant processors,
The Boolean 6-cube B(&4, &, 192, 2,
should be able to offactively utiliza
most of the 64 Proceasors, Finally, one
regliaation wag run of each combination.
This involves running the simulation with
diffarent random number S8sads to greate
Statletically aquivalent combinatorial
problems. An analysis of varianos was
used to determine the 8lgnificance of the
problem related parameters and to detapr-
mine {ntermotions of the Parametara [20),
The measure of performande used was the
tima until the problem wam dolved,

Results

The analyals of varianoe was done
using the BAS (Statfaeical Analysis Sy
tam) pagkage, fThe analysis showed sta-
tistioally slgnificant diffarences in the

meang {at a level of 0,0001), and second
and third order interaseions for the
8¢arch strategy, slae passed, and numbar

passed. The means for the two cutoff
Point levels wera not statistically dig-



farent. Because tha three way
interaction among strategy, alza, and
number was significant, the combinations
of thase three factors were treated as
elght levels of one combined faotor for

further analysia.

puncan’s multiple range tast wap per-
formed (20} to ivide the levels into
geoups with similar performance, The
rasults, based on the average time to
completion for the different nxg&rimtntll
conditions, are shown in Tabla 2.

The key result is that one comblnation is
clearly superior, depth~large-50%, and
should be used in further experiments,
(This combination algo produced the low=
et mean for each of tha four architeo-
tuza=problem size paira,)

There 16 a logloal explanation for the
groupings, For each factor one value can
be c¢laseified as positive (i,a,, it
ahould qontribute to improved performance
regazrdless of othar factors), and the
other negative (l.e., it should result in
poorer performancae). The positive fac-
tors are indicated as level 1 in Table 1.
For example, passing more then one sub-
problem or saing large asub=problems
should be prefecrable as the idle proges-
sor sahould stay busy longer. 8inoce in a
depth first search a proceasor works on
snall problems, this should leave largar
problems to pass, A8 a result communioca-
tion time is reduced,

Using this idea of a positive lavel
for sach factor, only one combinakion has
all 3 1lavels positive, three hava two
positive, three have ona positive, and
one no positive lavels. The grouping
produced by Duncan‘s test confirme this
anll{nln and, in faock, produces a finer
paztition, Thus, the intcraction betwaen
these factore agrees with the analysis.
The analysis of variance alec indicated
aignificant interactions between the com-
bined £actor and the eéxperimental condi-
tions of problem size and architecture.
Te best understand these Interackions,
the values were plotted as suggested by
Cox [6]., (Pigures 1,2,3)., 1If thera were
no interaction, then tha ourves in each
figure would be parallel.

Figure 1 shows a olear interaction
between problam size and architegoturs,
For a small problem, a small number of
progeascors ia sufficient; thus, the ina=
bility of the ring to apread sub-problems
to {dle procesaors ls not a severe handi-
cap. However, for a larger problam, the
pecformanca of the ring is mush worse
than that of the é=-cube which {8 able to
involve many more of the processors. In
each oase the time &0 <¢ompletion was
approximately 3 times longer in the ring

" architagture type.
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architegture. 8ince the degree of each
processor node in the ring 418 1/3 of the
degree of each progeasor node in the Boo-
lean 6-oubs, 1t appears that performance
may bhe proportional to the degree of the
processor nodes, Thie haa 4intultive
agplll bacausg more communication pathae
should imprové the abllity of processors
Later experiments will
gonfirm or deny this c¢onjectura. It ia
also possible that diminiehing returns
may set in for extremely large numbers of
communication nodeas. This plot indlcates
that thé usde of an optimum arohitegture
bacomea more crucial for large problema.

to keap buay.

Figure 2 showa the Linteraction of the
combined problem solving faoctor with
problem size, Clearly, the need to det-
ermine the beast combinations of problem
solving factors becomes mora oritical as
the sige of the problem increases because
a bad cholee has a greater dJdetrimental
effact on the largar problam,

Figure 3 shows the interactions of tha
combined problem aolving fagkor with
thia plot shows that
an optimum gholde of problem~solving fac-
tors tends to reduce the effects of a bad
choiee of architecture. However; the
difference in rformance between the
arcghiteatures using the optimum problam
solving strategy is still a factor of 3,
86 that further expariments to determine
an optimum arohitectura seem justifiable.
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Table 1 - Bxperiment Summary
FACTORS TEATED

FACTOR

search stratagy

size of sub-preblem largest
pasaed
nunber of sub=problema 50% of expected
padded total work
cutoff point none

LEVEL 1
depth-first

LBVEL 2
breadth-firat

lmalloit
1 sus-p:oblom

4 units ko be testaed

BXPERIMENTAL CONDITIONS

Arochiteotuce Ring
nunber of processors 64
number of buses 64

8ize of combinatorial ‘ imall - 12

problen
One replication

random

unite & labels

6-qube
64
192

medium = 14
units & labels

candom
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FE 301,774 3 depth large one
r 247,667 2 depth small 508
[} 147,181 1l depth largde 50%

*means with the same grouping are not signifloantly differant
slgnificance level = 0.0% :

FIGURE 1 ! oING
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COMPLETION TIME (IN 100,000's)
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FIGURE 2

| PROBLEM SIZE AND
PROBLEM-SOLVING FACTORS
VS, COMPLETION TIME
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FIGURE 3
ARCHITECTURE AND

PROBLEM=-SOLVING FACTORS
VS, COMPLETION TIME
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