
ARRANGEMENTS, HOMOMORPHISMS, AND DISCRETE RELAXATION 

Robert M. Haralick 
Jess Kartus 

Departments of Electrical Engineering and Computer Science 
University of Kansas 

lawrence, Kansas 66045 

Abstract 

We show how homomorphisms between arrangements, 
which are labeled N-ary relations, are the natural 
solutions to some problems requiring the integra­
tion of low level and high level information. Ex­
amples are given for problems in point matching, 
graph isomorphism, scene labeling, and spectra~ 
temporal classification of remotely sensed agricul­
tural data. We develop characterization and repre­
sentation theorems for N-ary relation homomorphisms 
and we develop an algorithm consisting of a dis­
crete relaxation method combined with a depth 
first search to find such homomorphisms. 
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I. Introduction 

The usual procedure we follow when we wish to 
analyze a complex structure is to divide up the 
world into simple and separate atomic units, to 
observe or measure some basic properties of these 
units, and then to use the measured properties to 
name or describe the pattern among the units. 
Although this protocol is effective and powerful 
for simple structures, it has inherent problems for 
complex structures. Namely: the measured units 
may not be separate and independent; the low level 
measurements may be noisy since they are made 
locally without the benefit of any system integra­
tion· the units themselves may have been chosen 
more'for the convenience of the measurement-taking 
process than for their importance in analyzing the 
structure in which we are really interested; and 
finally, we might not have an effective mathematics 
which facilitates the graceful incorporation of low 
level information into high level information. In 
this paper we describe how the concept of arrange­
ments is applicable to some of these problems. We 
show how arrangements and arrangement homomorphisms 
provide a natural perspective and method by which 
information can be compared and by which known a· 
priori information can be used gracefully in inte­
grating micro and macro knowledge of a structure. 
We illustrate that a variety of particular problems 
constitute the same mathematical/combinatorial 
problem and we give an algorithm to solve the 
general mathematical problem. 
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Section II defines the arrangement concept. 
Section Ill discusses the similarity between order­
N arrangements and defines arrangement homomor­
phisms. Section IV gives some examples of problems 
which require the finding of homomorphisms from one 
arrangement to another. Section V gives an algo­
rithm for finding arrangement homomorphisms using 
the winnowing relaxation process combined with a 
depth first search. 

Support from grants NSF ENG 74-18981 and AFOSR 77-
3307 are gratefully acknowledged. 

II. The Arrangement 

LetS= {s 1, ... ,sK} be a set of K possible 

descriptions of measurements that could be given 
to a unit. Each unit is given none, one, or more 
measurement descriptions. For example, in an image 
interpretation problem, the units could be resolu­
tion cells, and the setS could be the possible 
directions of an edge passing through the resolu­
tion cell. Or the units could be image segments, 
and the set S could consist of quantitative or 
qualitative measures of the shapes of the areal 
segments. In an urban geographical problem, the 
units might be neighborhoods, and the set S could 
consist of different land use types. In an 
abstract mathematical situation, the units could be 
points in anN-dimensional Euclidean space, and the 
setS could consist of the ordered N-tuple of point 
coordinates. 

In each one of these examples, as in general, 
the measuring instrument or sensor provides a de­
scription, value, or label to each unit based only 
on the unit itself and not on the unit's relation­
ship to other units. Hence, the simplicity of the 
independence of the atomic units is maintained for 
this first low level measurement-taking process. 

In order to determine the pattern among the 
units descriptions of related units must be con­
slder~d together. We examine relevant combinations 

·of related units taken Nat a time and associate a 
set of possible interpretations with each combina­
tion. This constitutes a second-level naming pro­
cess which depends on a given specified relation 
among the units. The language used in this process 
can be different from the values or phenomenologi­
cal language used in the initial measurement-taking 
stage. The number N indicates the order of com­
plexity we are willing to examine. For example, 
suppose we wish to examine units which are points 
in some inner product space up to a degree of 
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complexity equal to thr.ee. We could use the point 
coordinates values for the first level measurement 
description and then use the three angles of a tri­
angle determined by any three points as the second­
level names. 

There are some differences between the first­
level measuring process and the second-level 
describing process. In the first level, each unit 
is considered by itself and measured independently 
of other units around it. In the second-level 
describing process, units are considered in 
specially related groups of size N. Not necessar­
ily all groups or combinations of size N be con­
sidered, only those considered relevant by the 
investigator. In the first-level describing pro­
cess, each unit is given none, one, or more 
descriptions. In the second-level describing 
process, any relevant group of units can be given 
one or more interpretations, and the language of 
the interpretations can be entirely different from 
the "sense-data" language of the initial descrip­
tion. 

The second-level interpreting process speci­
fies a (N + 1)-ary relation F. If S is the first­
level set of descriptions and D is the second-level 
set of interpretations, then we may define the 
arrangement F as a subset of the Cartesian product 
of S, N times, with the Cartesian product of D: 

F = s X s X X s X D 

N times 

An Nth order arrangement is really a generali­
zation of some familiar mathematical structures. 
For example, a binary relation is a second order 
arrangement with all pairs named the same. A 
labeled graph is a second order arrangement with the 
ordered pairs having a variety of labels. An auto­
maton is also a second order arrangement. An auto­
mata ~is usually defined as a triple (s,r,o) 
where o s S x r x S. When o is a function from 
S x r into S, the automaton is completely specified 
and deterministic. When o is a relation, the auto­
maton may be incompletely specified or non-deter­
ministic. By interchanging the second two compon­
ents of the relation owe have o S S x S x r 
and we see that the automaton a, is a second order 
arrangement. The difference between the general 
automaton (incompletely specified and non-determin­
istic) and the second order arrangement is that a 
sequential interpretation is put on the labeled 
order pairs of the automaton; each labeled ordered 
pair is the transition of a state to another state 
under a particular input. tn the second order 
arrangement, each ordered pair Just has a name, 
there is no from-to interpretation. In the third 
order arrangement, there can be no from-to inter­
pretation and the name is Just a name for the 
triple. 

Barrow, Ambler, and Bursta11 1 suggest using 
labeled N-ary relations for organizing structural 
infor-mation in image analysis. The parametrized 

structural representation of Hayes-Roth4 is easily 
translated to a set of arrangements. The relational 
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data base, Codd2 , consisting of relational tables 
is closely related to the arrangement structure. 
The MSYS system for scene analysis at Stanford 
Research Institute uses a representation scheme 

related to the arrangement structure6 . Minsky 
seems to hint at an arrangement structure in dis­
cussing "frames." Hanson and Riseman's region 
segment endpoint relations and their frames, ob­
jects, and surface relations can be related to 
arrangements. 

I I I.The Similarity Between Two Order-N Arrangements 

Consider an order-N arrangement as a pattern. 
To classify order-N arrangements from the pattern 
recognition point of view entails finding a decis­
ion rule which will assign one of several category 
labels to an order-N arrangement based on the 
similarity the order-N arrangement has with the 
category prototype arrangement. In parametric 
pattern recognition, it is common to begin in a 
metric space and base the similarity between two 
patterns on the distance between them. Then a 
probability that a vector is generated by a cate­
gory can be defined as a function of a generalized 
distance measure between the vector and a prototype 
vector such as the mean of the category. For 
example, the multi-variate normal distribution is 
one distribution in the class of ellipsoidally 
symmetric distributions all of whose point densi­
ties are monotonically decreasing functions of the 
Mahalanobis distance between the point and the 
distribution mean. 

It is not as easy to define a meaningful 
metric space on the set of order-N arrangements as 
it is to do so in a vector space. In this paper, 
we suggest approaching the idea of similarity be­
tween two order-N arrangements algebraically, 
using homomorphisms. So we need to find a way of 
determining all the homomorphisms of one arrange­
ment to another. We will begin with the definition 
of an order-N arrangement, order-N relation com­
position, and a generalized homomorphism between 
two arrangements. 

Definition 1: A simple order-N arrangement is a 
triple 0...= (F ,A,D) where 

A is the set of unit descriptions 
D is the set of possible interpretations of N 

unit groups based on their description 

F<;;; AN x D is the relation which gives inter­
pretations to the relevant (ordered) groups 
of N units 

A general or complex arrangement is a set of simple 
arrangements each being defined on the same set of 
unit measurement descriptions and having the same 
label set with possibly different orders. 

Definition 2: Let F <;;; XN x Z. Let H S X x Y. 
The order N composition of F with H is written 
F•H and is defined by 



N {(y 1, ... ,yN,z) E Y x Z I for some 

(xl' .•. ,xN,z) E F, (xn,yn) E H, 

n = I, ... ,N}. 

Order I relation composition is like the usual 
definition of relation composition except that the 
order in which the components are taken is slight­
ly different. The order N composition uses the 
same relation H to go from each component of the 
x's to the corresponding component of the y's. 

th th Then the m y component depends only on the m x 
component, and this dependence is the same for 
each component. 

The concept of a relation composition plays a 
strong role in the notion of a homomorphism from 
one arrangement to another. A weak homomorphism 
is a relation which pairs or translates (non­
deterministically) some of the "sense data" 
descriptions of the first arrangement to some of 
the "sense data" descriptions in the second 
arrangement. 

After pairing or translating, the first 
property of the weak homomorphism is evident: The 
interpretive descriptions which the second arrange­
ment gives match exactly some of the interpretive 
descriptions which the first arrangement gives to 
its initial descriptions. The second property of 
weak homomorphisms is that it must be maximal. 
There cannot be any further pairings or transla­
tions included in the homomorphism without 
destroying the composition property. 

Definition 3: Let (l,= (F,D,A) and {3 = (G,B,D) 
be two order-N arr~ngements. A weak homomor­
phism from ~to e) is any binary relation 
H ~Ax B satisfying: 

(I) FoH c: G 
(2) H = H' 5 Ax B and FoH' 5 G imply H ~ H' 

A strong homomorphism satisfies (I) and (2) 
above and is also defined everywhere and single­
valued; in other words, it is a function having 
the required composition property. 

Definition 4: Let Q..= (F,A,D,) and € = (G,B,D) 
be two order-N arrang~ments. A strong homo­
morphism from Gl,to t5 is any mapping 
H:A + B satisfying FoH 5 G. 

Note that a strong homomorphism has the 
maximality property cf the weak homomorphism since 
if one mapping contains another, then the two 
mappings must be identical. 

A strong homomorphism from c:Lto Bean allow 
two or more elements from F to map to one element 
of G. Homomorphisms which are functions and one­
one onto their range are called partial isomor­
phisms. Partial isomorphisms establish the exis­
tence of a copy of the relation F in some part of 
the relation G. Full isomorphisms are one-one, 
onto, strong homomorphisms, and they establish that 
the relation F is exactly like the relation G. 
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In the next section we illustrate a number of 
particular probiems which are translatable to the 
mathematical/combinatorial problem of finding 
arrangement homomorphisms. 

IV. Examp I es 

IV.I Matching Point Configurations 

The problem of matching point configurations 
is illustrated in Figure I. A set of points re­
presenting a pattern or configuration is given. 
The problem is to determine whether that same 
pattern or configuration exists in another set of 
points which may be scaled, rotated, reflected, or 
translated with respect to the first set of points. 
We can solve the problem by determining all the 
triangles in the first set of points, all the tri­
angles in the second set of points, and then 
trying to match simi Jar triangles. In the next 
paragraph we show how the set of triangles forms 
an arrangement so that the matching of similar 
triangles is a problem of finding a partial iso­
morphism from one arrangement to another. 

b 

·~· 
e 

Figure Ia shows a given 
point configuration. 

Figure lc shows how 
the point configura­
tion of Figure Ia is 
contained in the point 
configuration of 
Figure lb. 

m 
• .I 

f• 
• k 

i•j· • g 

• •h 
n 

Figure lb shows a 
second point configu­
ration. The problem 
is to determine whe­
ther the configuration 
of Figure Ia is con­
tained in Figure Ia. 

a -h 
b- n 
c 
d 
e 

Figure ld gives the 
mapping from the 
points in Figure Ia to 
those points in Figure 
lb which are a copy of 
the points in Figure 
Ia. 



Let R be an inner product space and let D be 
a set of triangles, each triangle being specified 
by its three interior angles. We will assume that 
the order of the angles in the specification is 

not important. Let F ~ R3 x D be a relation which 

associates with some of the triples in R3 the name 
of the triangle formed by the points of the triple. 
Thus if R is the real plane, and the triple 
(p1,P2 ,p

3
) = ((0,0), (1,0), (1,/3) is one of the 

triples of R3 to which F assigns interpretation d, 
then the quadruple (p1,p2 ,p

3
,d) belongs to F where 

d is the name for the (30°,60°,90°) triangle 
formed by the three points (0,0), (1,0), (1,/3). 
With these definitions it is clear that (F,R,D) is 
an order-3 arrangement. 

Let S be another inner product space and 

G ~ s3 x D be a relation which associates with 

some of the triples in s 3 the name of the tri­
angle formed by the points of the triple. Thus 
(G,S,D) is also an order-3 arrangement. To deter­
mine whether there are points in S which match 
those in R we must ~etermine if (G,S,D) has a copy 
of (F,R,D). Point matching is a problem, then, of 
finding a partial isomorphism from (F,R,D) to 
( G, S, D) . (Figure 1) . 

IV.2 Scene Labeling 

Suppose a scene has been divided into seg­
ments S = {s 1, ... ,sK}. A low level feature ex-

tractor of each segment assigns some possible 
descrintion from a set D of descrtptions to each 
segment. This operation defines a segment-descrip­
tion relation F ~ S x D. The problem with this 
low-level assignment is that each segment may be 
associated with multiple descriptions. The 
desired labeling of the scene would have each seg­
ment described unambiguously. 

A similar situation arises in the line label­

ing problem of Waltz7 • Here, S is the set of line 
segments found in a scene and D is a set contain­
ing labels that can be associated with any line. 
The labels in D could be, for example, convex, 
concave, occluding left, occluding right. The 
segment-description relationF, determined from low 
level processes, associates with each line inS 
one or more labels from D. The desired line 
labeling would be some subset ofF that associates 
each line with only one label. 

One way of reducing the possibly ambiguous 
description a line or segment initially has is to 
use constraints from a higher level world model. 
Such a model can specify labeling constraints for 
each group of related segments or lines. To em­
ploy such a model, related (ordered) sets of N 
segments or lines must be determined. Segments 
can be related on the basis of their relative 
spatial positions. Lines can be related on the 
basis of the junctions they form. Then for each 
kind of relationship the model can specify a con­
straint which the labels of each kind of related 
segments or Jines must satisfy. 
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For instance, pairs of segments in S could be 
related if they mutually touch each other. There 
could be different kinds of touching such as to 
the left, to the right, above, below, in front of, 
in back of, supported by, and contained in. Sup­
pose L is the set of such relationship labels. 
Then the set of spatially related segments or 
lines could be specified by the relation 
A~ S x S x L, where (s,t,i) E A if and only if 
label i describes the way segment s relates to 
segment t. In the general case, the relationships 
in L can describe the way N segments or Jines are 
related so that the relation A is a labeled N-ary 

relation: A~SNxL. 

The world model contains constraining infor­
mation. For example, pairs of segments whose 
relationship label is i can be constrained by the 
world model to have associated with them only cer­
tain allowable description pairs. In this case 
the world model is specified as a relation 
C ~ D x D x L, where (d 1,d2 ,i) E C if and only if 

it is legal for a pair of segments s 1 and s2 
having relation i to have respective descriptions 
d1 and d2 . In general, the relation C is a 

labeled N-ary relation, C• DN x L which includes 
in it all labeled N-tuples of compatible descrip­
tions for an ordered set of N related segments. 

To summarize the information we have avail­
able: 

I. 

2. 

3. 

F ~ S x D, the assignemnts of descrip­
tions given by a low level operation; 

A~ SN x L, the labeled set of related 
N-tuples of segments; 

N C ~ D x L, the N-ary relational labeling 
constraints specified by the world model. 

The s~ene labeling problem is to use F, A, 
and C to determine a new labeling relation G which 
contains fewer ambiguous descriptions than F and 
which is consistent with the constraints specified 
by the world model. In essence we want: 

I. G ~ F, and 

2. AoG s; C. 

Notice that (A,S,L) is a simple arrangement, 
(C,D,L) is a simple arrangement, and G is a binary 
relation which successfully translates the struc­
ture of arrangement (A,S,L) into the structure of 
arrangement (C,D,L). The binary relation G is a 
homomorphism from arrangement (A,S,L) into 
arrangement (C,D,L) which is contained in F. 

Note that our discussion of scene labeling is 
more general than that of Rosenfeld, Hummel, and 

Zucker5 who consider only binary relational con­
straints. We consider N-ary relational labeling 
constraints; any ordered set of N segments can 
have a label. If we define a unique label set for 
each segment, then for the binary case the treat­
ment given here exactly corresponds to that in 



Rosenfeld, Hummel, and Zucker. 

IV.3 Subgraph Isomorphism 

Let G = (P,E,) and H = (Q,F) be digraphs. 
The subgraph isomorphism problem is to determine 
whether there exists a subgraph of H which is 
isomorphic to G. 

If S 5ii Q, a one-one function h: P + S es tab­
lishes the subgraph isomorphism of G to H if h 
satisfies E0 h 5 F. 

8 
The refinement procedure of Ullman suggested 

to solve this problem is a special case of the 
arrangement homomorphism algorithm given in the 
next section. 

IV.4 Spectral-Temporal Classification Using 
Vegetation Phenology 

The usual model for classification of re­
motely sensed data implicity assumes that the 
phenological growth stage for each vegetation 
category is the same for all observations made at 

a single time. See Fu, Landgrebe, and Phillips3, 
Michigan Symposia on Remote Sensing of Environ­
ment and Purdue Symposia on Machine Processing of 
Recently Sensed Data. It is well known, however, 
that even in a geomorphologically homogeneous area 
the phenological growth stages for each vegetation 
type is not the same, due to differences in plant­
ing times, soil types, and weather conditions. 
This slop in phenological growth stage is then 
reflected in probability distributions of crop 
reflectances having larger variance than they 
should be. The larger variance causes a lower 
classification accuracy for an optimal decision 
rule. One solution to the problem is to work from 
the spectral reflectance for each category to the 
possible phenological growth stages the category 
can have which are consistent with the observed 
spectral reflectance. 

One classification algorithm which makes use 
of vegetation phenology has a direct and simple 
description. For example, if a 2-band spectral 
observation (a1 ,a2) is made using wavelengths 

(\1,\2) at time t 1, classification can be done by 

determining for each category call those pheno­
logical growth stages of vegetation of category c 
which can yield spectral return·a1 at wavelength 

\ 1 and spectral returns a2 at wavelength \ 2 • If 

there is not a phenological growth stage of cate­
gory c which yields spectral returns a 1 and a2 at 

wavelengths \ 1 and \ 2 , then category c is not a 

possible choice. At a later time t 2 , if there is 

not a later phenological growth stage of category 
c which is consistent with the observed spectral 
reflectance, then category c is not a possible 
choice. Hence, classification is done by elimina­
ting inappropriate category choices. Spectral 
observations taken at a later calendar time are 
naturally constrained to be associated with later 
phenological growth stages in order to keep an 
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earlier accepted possibility of category c remain­
ing a viable option when using observations taken 
at a later time. 

These concepts relate to relation homomor­
phisms in the following way. Let B be the set of 
spectral bands, A be the set of measured reflec­
tance values, G be the set of vegetation growth 
states, and T be a set of possible observation 
times. The signature for any category can be 
represented by a ternary relation S ~ G x (A x B) 
which contains in it all triples (g,a,b) of 
(growth state, spectral reflectance value, spec­
tral band) of high enough probability for the 
given category c of vegetation. The observed 
temporal spectral measurements for a small area 
ground patch which needs to be classified can 
also be represented as a ternary relation 
W5 T x (Ax B) containing all triples (t,a,b) of 
the multi-temporal observation (time, spectral 
reflectance value, spectral band). If there 
exists a monotonic function H, a homomorphism 
H:T + G such that W0 H 5 S, then category c is not 
eliminated from consideration as the possible true 
vegetation category of the observed small-area 
ground patch. If no such homomorphism exists, the 
category c is not a possibility. 

V. Homomorphisms 

It is clear from the examples that homomor­
phisms for arrangements play a central role in 
tying together or comparing complex structures. 
In this section we give an algorithm for finding 
arrangement homomorphisms. First we will reduce 
the homomorphism problem for the labeled relations 
to a set of homomorphism problems for the unlabel­
ed relations. Then we will analytically work on 
the unlabeled relation homomorphism problem show­
ing how it can be solved by a combination of dis­
crete relaxation and a tree search. 

Suppose F 5 AN x D and G 5 BN x D and 
H 5 A x B satisfies FoH 5 G. Define: 

N 
F d ~ A by Fd 

Then clearly, 

N {(al' .•• ,aN) e: A 

(a1 , •.. ,aN ,d) e: F} 

{ (b l' ••. ,bN) e: BN I 
(bl, ••• ,bN,d) e: G} 

and 

FoH 5 G if and only if Fd 0 H S Gd for every 
d e: D. 

Hence the homomorphisms for the labeled relation 
can be determined from homomorphisms for each of 
the unlabeled relations. 

In the remainder of this section we describe 
an algorithm for determining homomorphisms for 
unlabeled relations. The original insight into 
one specific form of the general relaxation 
filtering or winnowing procedure we use is due to 

Waltz7 , Rosenfeld, Hummel, and Zucker5 discuss 



a more general form of the relaxation procedure in 
the context of the scene labeling problem with 
binary relational constraints. The contribution 
here is the development of the representation and 
characterization theorems for the N-ary relation 
homomorphisms. 

Let R ~AN and H- Ax B. Recall that the 
composition RoH of the N-ary relation R with bi­
nary relation His defined by RoH = {(b 1, ••• ,bN) £ 

BN I for some (a 1 , ••• ,aN) £ R, (an,bn) £ H, n = 
1, ... ,N}. Thus if each N-tuple (al' ... ,aN) in R 

had each of its components mapped by H into the 
N-tuple (b1, ••• ,bN), then the set of all N-tuples 

(b 1, ••• ,bN) would be the set RoH. 

Let R~ AN and S s BN be given. We seek to 
solve the equation RoH ~ S for any binary relation 
H which is defined everywhere and single-valued. 
Any such solution H is called a strong homomor­
phism of R into S. The winnowing or relaxing pro­
cess plays a strong role in finding such homomor­
phisms and to begin our discussion we first define 
our notational conventions. 

N 
Let R ~ X A.. We define the following 

i ] I 

sets related to R: 
N 

{(aM+1, ••• ,aN) £ X Am 
m = M + 1 

I (al' •.. ,aN) £ R} 

N 
X 

1
Ai, (a 1 , ... ,aN) e R} 

V. 1 The Winnowing Process 

The equation RoH s S, where H is defined 
everywhere, says that to each N-tuple (a1 , ... ,aN) 

of R, there exists at least one N-tuple (b 1, ... ,bN) 

of S which is the image of theN-tuple (a 1, ... ,aN) 

under the mapping H. Furthermore, the image of 
any N-tuple of R under H must lie inS. Thus, any 
mapping H which satisfies the equation RoH ~ S 
must have the following consistency property: if 
the element a £ A is mapped to the element b £ B 
by H, then every N-tuple of R having some compon­
ent of value a can be associated, by the mapping 
H, with an N-tuple of Shaving a value of b in the 
corresponding component. In other words, if a 
mapping H purporting to satisfy RoH ~ S contains 
the pair (a,b) and if there would exist an N-tuple 
of R having some component with value a and if 
there were no H image of this N-tuple which is 
contained in S having a value b in the correspond­
ing element, then the equation RoH s S could not 
be satisfied. 
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Now if we begin with a given binary relation 
T1 ~ Ax B and Tl does not satisfy RoT]~ S, then 

it must be that T1 is not consistent and has in­

cluded in it too many pairs. The winnowing pro­
cess is a procedure which begins with the binary 
relation T1, determines which N-tuples of R can be 

mapped by T1 to which N-tuples of Sand then elim­

inates from T
1 

some of the pairs in T1 which make 

T
1 

inconsistent. Thus if the pair (a,b) is in T
1 

and if there exists an N-tuple of R having some 
component with value a and if there were no T

1
-

image of this N-tuple which is contained in S 
having a value b in the corresponding component, 
then the pair (a,b) is eliminated from T

1
• The 

new relation T2 defined by the winnowing process 

is, of course, contained in T
1 

(Proposition 1). 

P.roposition 1 (Winnowing Process) 

Let R ~AN, S ~ BN and T
1 
~Ax B. Assume 

that if for some a£ A, Rn(a) = ~. n = l, ... ,N, 

then {a} X B ~ Tl. Define G s R X s by 

G = {(al' ... ,aN,bl, ... ,bN) £ R x S 

(an ,bn) £ T], n = 1, ••• ,N} 

Define T2 ~Ax B by 

T2 = {(a,b) £Ax B I b £ 

N 
r-) r-\ ~ G(a 1, ... ,aN)} 

n = 1 (a 1 , ... ,aN) £ Rn (a) n 

Then T2 S T1. 

If we let the winnowing process iterate, the 
successive relations it defines get smaller and 
smaller, and since we assume all the sets are 
finite, eventually the procedure converges, and 
we have determined a limiting relation. We should 
expect this limiting relation H, a "fixed point" 
of the winnowing process, to satisfy the equation 
R0 H s S. And indeed, Proposition 2 states that 
any single-valued relation H which is a fixed 
point under the winnowing process must satisfy the 
equation R0 H ~ S. 

Proposition 2 

Let R ~AN and S S BN. Suppose G ~ R x S 
and H sA x B satisfy 

G = {(al' ... ,aN,bl' ... ,bN) £ R x S I 
(an, bn) £ H, n = 1 , ... , N} 

H {(a,b) £Ax B I b £ 

N n r-) ~nG(al' .•. ,aN)} 
n = 1 (a 1' ... ,aN) £ Rn (a) 



Then H single-valued implies RoH s S. 

Thus, all single-valued invariant relations 
under the winnowing process satisfy the equation 
RoH S S. But is it the case that any mapping H 
satisfying the equation RoH ~ S is a fixed point 
under the winnowing process? Proposition 3 states, 
in fact, that the winnowing process never loses a 
homomorphism. Actually, it proves the slightly 
more general result that if H is defined every­
where and satisfies R0 H S S, and if H S T

1
, then 

it is also true that H s T2 S T1, where T2 is the 

result of one iteration of winnowing on T1• Hence 

the winnowing process will reduce a relation to 
one which is large enough to contain all the 
homomorphisms it contained originally. 

Proposition 3 

Let R S AN, S S BN, H S T:: A x B. 
G s R X s by 

G = {(al' ... ,aN,bl' ••. ,bN) e: R x S I 
(an,bn) e: T, n = l, •.. ,N}. 

Define 

If H is defined everywhere and RoH c S, then 

H s {(a,b) e: Ax B I b e: 

N 
(\ (l b. G(al, ... ,aN)} 

n= 1 (al' ..• ,aN) e:Rn(a) n 

This leads to the relation homomorphism 
characterization theorem (Theorem 1) which states 
that mappings are homomorphisms if and only if 
they are invariant under the winnowing process. 

Theorem (Relation Homomor hism Characterization 
Theorem 

Let R SAN and S s BN be given. Let H S A x B 
be defined everywhere and single-valued. Define 
GSA x B by 

G = {(al' ..• ,aN,bl' ... ,bN) e: R x S I 
(an,bn) e: H, n = 1 , ••• ,N}. 

Then R0 H s S if and only if 

H = {(a,b) e: Ax B I be: 

N 
(l (l b.nG(al ' ••• ,aN)} 

n = 1 (a 1 , ••• ,aN) e: Rn(a) 

V.2 Finding N-ary Relation Homomorphisms 

It is clear from the characterization theorem 
that if the winnowing process produces a mapping 
for its 1 imiting relation, then the mapping must 
be a homomorphism. However, the characterization 
theorem does not say that the winnowing process 
will produce relations which are either single­
valued or defined everywhere. In this section we 
describe a representation for any homomorphism in 
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terms of the intersections of various 1 imiting 
relations produced by the winnowing process. 

S Tab · h 1 · • • 1 · d uppose IS t e 1m1t1ng re at1on eter-
mined by the winnowing process which begins with 
a relation whose only restriction is that the 
element a e: A is associated with only the element 
b e: B. Then if H is a homomorphism and (a,b) e: H, 

. ab /""'\ ab then certainly H s T Hence H = 1 1 T . 
(a,b) e: H 

Now H defined everywhere implies that(\ 
(a ,b) 

is single valued, and (l Tab single-valued 
(a,b) e: H 

and H defined everywhere imply H (\ Tab. 

n 
(a ,b) 

(a,b) e: H 

So all homomorphisms have the representation 

Tab. Is it also the case that all map­
e: H 

pings of the form (l Tab for some defined 
(a,b) e: H 

everywhere relation H are homomorphisms? 

The answer is yes on the condition that the 

mapping (\ Tab take each N-tuple of R into 
(a,b) e: H 

some N-tuple of S. It is possible that this is 
not the case as illustrated in the following exam­
ple. Suppose R = {(1 ,2,3)} and S = {(a,b,d), 
(a,e,c), (f,b,c)}. Then the limiting relations 

Tla T2b T3c , , are 

Tla {(l,a), (2,b), (2,3), (3,c), (3,d)} 

T2b {(l,a), (l,f), (2,b), (3,c), (3,d)} 

T3c {(1 ,a), (1 ,f), (2,b), (2,e), (3,c)} 

Letting H { ( 1 , a) , ( 2, b) , ( 3 , c) } , we find that 

H = (l Tab but H is not a homomorphism of R 
(a,b) e: H 

into S since it takes (1 ,2,3) to (a,b,c) which is 
not a triple of S. 

The relation homomorphism representation 
theorem gives the characterization that any map-

ping of the form H = (l Tab is a homomor-
(a,b) e: H 

phism if it takes each N-tuple of R into some N­
tuple of S and, conversely, any homomorphism H has 

the representation H = (l Tab. 
(a,b) e: H 



Theorem 2: (Relation Homomorphism Representation 
Theorem) 

Let R ~AN and S ~ BN. For each (a,b) £Ax B 
iteratively define the sequence of relations 
ab ab ab T l , T 2 , ••• , T k , ..• , by 

Tab = 
1 

"1 f Tab h k as 

where Gab 

{(a,b)} U (A- {a}) x B; 

ab been defined, define Tk+l by 

{(a,8)£AxBI8 £ 

N ab( 
() () t..G a 1 , .• 

i = 1 (a 1 , ••• ,aN) £ Ri (a) 1 

{(a 1, ••• ,aN,bl' ... ,bN £ R x S I 

(an ,bn) £ T~b , n = 1, ... ,N}. 

. ab ab Suppose for some Integer K, T = Tk for all 

k > K and for all (a,b) £Ax B. Then H ~Ax B 
defined everywhere and single-valued and R•H E S 
holds if and only if 

1. H = r-J Tab is defined everywhere 
(a,b) £ H 

2. G 

and single-valued, and 

(an,bn) £ H, n = 1, ... ,N} is 

defined everywhere in R. 

The representation theorem allows any homo­
morphism to be determined by a depth first search 
in the following manner. Suppose we are looking 
for homomorphisms which map the element 1 £ A to 
the element a £ B. We can determine by the win-

nowing process the limiting relation Tla which 
must contain any such homomorphisms. 

la Now, T may have other elements of A which 
are uniquely mapped to elements of B. If so, we 
can determine the limiting relations for these 
pairs and take the intersection of all of them 

with T1a. The resulting intersection must contain 
any homomorphism which maps 1 to a. If the inter­
section has additional elements which are uniquely 
mapped, more intersections can be taken. When the 
intersection has no more additional elements which 
are uniquely mapped, then one of four cases exists: 
(1) either the intersection is not defined every­
where, in which case no homomorphism mapping 1 to 
a exists; (2) or the intersection is defined 
everywhere, is single-valued, and maps each N­
tuple of R into some N-tuple of S, in which case 
it is a homomorphism; (3) or the intersection is 
defined everywhere and is single-valued, but 
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cannot map some N-tuple of R into an N-tuple of S, 
in which case it is not a homomorphism; (4) or the 
intersection is defined everywhere and not single­
valued, in which case a choice must be made in the 
depth first search to map to a unique element of B 
one of those elements of A having possible multiple 
associations with elements of B. In this last 
case, once such a choice is made, the corresponding 
limiting relation must be determined and inter­
sected with the previously intersected relations. 
This brings us back to the point of looking for 
additional uniquely mapped pairs. From here the 
search iterates until each branch of the tree 
terminates in one of the first three cases. 

The actual implementation can proceed as 
described above or can alternatively proceed by 
not taking intersections but simply restricting 

the relation Tla so that, for example, 2 is 
uniquely mapped to band continuing the winnowing 
procedure on the restricted relation after each 
choice is made. In either case, it will be effic­
ient to keep a copy of the restricting relation 
at each node of the tree in order to ease the 
computational load of the backtracking. 

V.3 Example 

Figure 2 illustrates a pair of ternary rela­
tions RandS and the resulting limiting relations 
determined by the winnowing process. Figure 3 
illustrates the full-depth paths obtained by the 
depth-first search which successively intersects 
the limiting relations shown in Figure 2. Figure 
4 shows the complete search for the subtree of 
Figure 3 generated by the node lb. 

VI. Complexity Analysis 

Unfortunately, the arrangement homomorphism 
problem falls into the class of NP-complete prob­
lems. The complexity lies in the depth first 
tree search, which if done by simple enumeration, 

#A can require in a worst case (#B) .#R. log2#s oper-

ations, assuming S is stored in some ordered form 
and an operation consists of a comparison and 
branch. The tree search with the winnowing pro­
cess added cannot guarantee any better behavior in 
the worst case. Fortunately, the pathological 
worst cases are not the ones typically encountered. 
For example, linear programming optimization prob­
lems are also NP-complete problems, yet the 
Simplex algorithm performs quite well for problems 
encountered in practice, hardly exhibiting the 
exponential behavior of the worst case. The Waltz 
filtering algorithm employed in scene labeling is 
usually able to reduce the tree search to just one 
line or at most a few branches. Thus there seems 
to be some justification for the use of general 
winnowing procedures and for expecting that the 
resulting tree search complexity will, in the 
practical case, be proportional to the number of 
homomorphisms that exist. In the remainder of 
this section, we will do the complexity analysis 
using this kind of assumption. 



A= {1 ,2,3,4} RliA3 ; It= {123,214,312,421,432,341} 

8 = {a,b,c,d} ss. 83; S = {abe,bad,cab,dba,dcb,cda,aaa,bbb,ccc,ddd} 

ria rib r1c r1d 

I a b c d 
2 ab ab c d 
3 ac db c d 
4 ad cb c d 

r2a r2b r2c r2d 

I ab ab c d 
2 a b c d 
3 da cb c d rii is lhe Limiting Relation 
4 ca C:d c d Obtained by lhe Winnowing 

Process In which I (i • A) 

r3a r3b r3c r3d Is Mapped only to j (j • B) 

a b ac bd 
2 a b be ad 
3 a b c d 
4 a b de cd 

r4a r4b r4c r4d 

I a b be ad 
2 a b ac bd 
3 a b de cd 
4 a b c d 

Figure 3 illustrates a pair of ternary relations R 
and Sand the resulting limiting relations deter-
mined by the winnowing process. It Is these rela-
tions which characterize the homomorphism from R 
into S. 

Ia 

/\ 
Ia Ia 
2a 2b 

1a 
2a 
3a 

1a 
2a 
3a 
4a 

1a 
2b 
3c 

1a 
2b 
3c 
4d 

!\ 
lb lb 
2a 2b 

1b 
2a 
3d 

. lb 

2a 
3d 
4c 

lb 
2b 
3b 

lb 
2b 
3b 
4b 

lc 
2c 

1c 
2c 
3c 

1c 
2c 
3c 
4c 

1d 

ld 
2d 

ld 
2d 
3d 

1d 
2d 
3d 
4d 

Figure 4 illustrates the full-depth paths obtained 
by the depth first search which successive 1 y i n'ter­
sected the limiting relations shown in Figure 3. 
Each full depth path is a candidate for a homomor­
phism from R into S. 
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1/~0 
2a~ \b~~1b 

~~ 
~ ~ ~ ~ ~ ~ ~ ~ 

2d 

~ ~ ~ ~ 2b 2b 2b 2b 

~A .. ~~~ 
~ ~ ~ ~ 2b 2b 2b 2b 
3d 3d 3d 3d 3b 3b 3b 3b 
4a 4b 4c 4d 4a 4b 4c 4d 

Figure 5 shows the complete search of the sub-tree 
generated by the node lb. The numbers on the 
branches indicate the order of the search. Paths 
which reach an underscore lead to inconsistencies. 
For example, path 1 - 5 - 7 (lb,2a,3d,4b) yields: 

r1b - n r2a r3d _n_n r4b Inconsistent 

I b ab bd b b 
2 ab a ad b ~ 
3 db da d b ~ 
4 cd ca cd b ~ 

Full deplh (consistent) palhs are candidates lor homomorphisms 
e.g, palh I- 2- 8 (1b,2a,3d,4c) yields 

rib _n r2a _n r3d n r4c Consistent 

1 b ab db be b 
2 ab a ad ac a 
3 ab da d ed d 
4 cd ca cd c 



Each iteration of the winnowing process takes 
two steps. In the first step, all N-tuples in 

R cAN are examined. Then for each of the N com­

ponents of the N-tuple each N-tuple in S s BN 
must be checked to see if the value of the speci­
fied component in the S N-tuple is in the list 
T(a) where a is the value of the specified com­
ponent of the R N-tuple and Ts Ax B. Assuming 
the 1 is t T(a) is ordered, the number of operations 
this step takes is #R N #S log2 #B. 

In the second step, all values in the set A 
and all N component positions must be examined. 

Then all N-tuples in the relation R • AN must be 
located having the given value in the specified 
component position. Finally, intersections over a 
list less than #S in length must be made to deter­
mine that subset of B consistent with the original 
choice of the value from A. Assuming these lists 
are ordered, the number of operations this step 
takes is #A N #R #S 2#B. Therefore, each itera­
tion of the winnowing process takes 
N #R #S(log2 #B + 2#A #B). 

As mentioned at the end of Section V, there 
are two ways of doing the tree search. In the 
first way, all the 1 imiting basis relations are 
calculated and at each node in the tree the inter­
section of one basis relation with another binary 
relation needs to be done. We assume that the 
tree search visits no more than aK #A nodes, where 
K is the number of homomorphisms, #A is the number 
of nodes in a complete branch, and a > 1 is a con­
stant indicating how much more work than the mini­
mal amount we will have to do in the tree search. 
Hence, the number of operations in the tree search 
is aK #A(2#A #B). Since there are #A #B basis 
relations and the number of iterations each basis 
relation must participate in is no more than #A #B 
the number of operations required to do the win-

nowing is (#A #B) 2 N #R #S(log2 #B + 2#A #B). 

Since log2 #B << 2 #A #B, the upper bound on the 

number of operations can be approximated by 

2 #A2 #B[aK + N #A #B2 #R #S]. 

In the second way of doing the tree search, 
we do not compute any basis relations and do not 
take intersections at nodes. Rather at each node 
we restrict the relation by whatever unique value 
from B is going to be associated with a value from 
A. And then we employ the winnowing process. In 
this case, at least one winnowing operation must 
be done at each node and a maximum of #A #B could 
be done at a node. Taking the worst case for 
every node yields a maximum number of operations 

aKN #A2 #B #R #S(2 #A #B + log2 #B). Since 

log2 #B << #A #B, the upper bound on the number of 

operations can be approximated by 

2 aKN #A3 #B2 #R #S. For large a, this bound will 
be larger than the original bound. Hence, the 
decision on which way to do the tree search must 
depend on how complex the researcher thinks the 
tree search will be. Hard tree searches can be 
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done the first way. Easy tree searches can be 
done in the second manner. 

VI I. Conclusions 

We have discussed the mathematical construct 
of labeled N-ary relations which we have named 
order-N arrangements. We have illustrated that 
there are many matching problems whose abstract 
mathematical form is one of finding a homomorphism 
from one arrangement into another. We have syste­
matically explored the structure of such homomor­
phisms, given a characterizationmd representation 
theorem for N-ary relation homomorphisms, and de­
veloped an algorithm for determining the homomor­
phisms. The algorithm consists of combining a 
relaxation process to find the limiting relations 
with a depth first tree search. 

It is our hope that by illustrating (I) the 
underlying mathematical unity of a diverse set of 
problems which involves finding homomorphisms and 
(2) the applicability of a generalized discrete 
relation homomorphisms, other more refractory 
problems will be able to be translated into an 
arrangement problem whose solution is given in 
this paper. 
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