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Abstract

This paper describes a text-line identification and seg-
mentation technique that is probability based, where all
probabilities are estimated from an extensive training set
of various kind of measurements of distances between the
terminal and non-terminal entities and between the text-
line and the text-block entities with which the algorithm
works. The off-line probabilities estimated in the training
then drive all decisionsin the on-line segmentation algo-
rithm.

Onthe UWAI 1T database of some 1600 scanned document
image pages, having some 105,020 text lines, the algorithm
identifies and segments 104,773 correctly, an accuracy of
99.76%.

1. Introduction

Given a document image, the end result of a document
segmentation algorithm, in general, produces a hierarchical
structure that captures the physical layout and the logical
meaning of the input document page. The top of the hier-
archical structure presents the entire page, and the bottom
of the structure includes al glyphs on the document. Enti-
ties in the hierarchy are associated with a set of attributes
describing the nature of the entities. Most known page seg-
mentation algorithms[1]-[5] construct the document hierar-
chy from level to level, up and down within the hierarchy,
until the hierarchical structures are built and the segmenta-
tion criteria are satisfied. Within this model, the page seg-
mentation problem may be considered as a series of level-
construction operations. That is, given a set of entities at a
certain level of hierarchy, say sourcelevel, the goal of the
level-construction operation is to construct a set of entities
for another level, say target_level.

This paper formulates the document structure extraction

problem, and describes the design of a text-line segmen-
tation method which achieves an accuracy of 99.76% on
the UW-I11 document image database. Our method consists
of two major modules: (1) the off-line statistical training
and, (2) the on-line text-line segmentation. We conducted
an extensive training to estimate the required probabilities
of vertical and horizontal distances between the termina
and non-terminal entities, and between text-lines and text-
blocks. The off-line probabilities estimated in the training
then drive all decisions in the on-line segmentation algo-
rithm.

The paper is organized as follows. In Section 2, we give
the statistical formulation for the document segmentation
problemin general, aswell asfor the text-line segmentation
problem. In Section 3, we give adescription of our text-line
segmentation algorithm. The experimental results are given
in Section 4.

2. Document Segmentation Problem

Let A be the set of entities at the source_level. Let I7
be a partition of .4 and each element of the partition is an
entity on target level. Let L be a set of labels that can be
assigned to elements of the partition. Function f : IT — L
associates each element of IT with alabel. V : p(A) — 4
specifies measurement made on subset of A, where 4 is
the measurement space. The segmentation problem can be
formulated asfollows: giveninitial set A, find apartition 17
of A, and alabeling function f : I — L, that maximizes
the probability

PV(r)y:7el, f II|A)
= P(V(r):7e DA I, f)P(f|II, A)P(L|A).

By making the assumption of conditional independence,
that when the label f(7) is known then no knowledge of
other labels will ater the probability of V(r), we can de-



compose the above probability into

IT Pv
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)P(f U, A)P(IT|.A).

The possible labels in set L is dependent on the tar-
get_level and on a given specific application. For example,
1 € L could be text content, functional type, style attribute,
etc.

The above proposed formulation can be uniformly ap-
plied to the construction of the document hierarchy at any
level, eg., text-word, text-line, and text-block extractions,
just to name afew. For example, as for text-line extraction,
given aset of glyphs, the goal of the text-line extraction is
to partition the glyphsinto a set of text-lines, each text-line
having homogeneous properties, and the text-lines prop-
erties within the same region being similar. The text-lines
propertiesinclude the deviation of glyphsfrom the baseline,
direction of the baseling, text-lines' height and width, etc.

Given an initial set A, we first construct the read or-
der of the elementsof A. Let A = (A, As,---. Aym) be
a linearly ordered set (chain in A) of input entities. Let

= {Y, N} be the set of grouping labels. Let A” de-
note a set of element pairs, such that A» ¢ A x A and
AP = {(A;, Aj)|A;,A; € Aandj = ¢ + 1}. Function
g: AP — G, associateseach pair of adjacent elements of A
with agroupinglabel, where g(i) = g(A;, A;+1). Then, the
partition probability P (II]A) can be computed as follows,

H|A) (q|A
= P(g(1),---,9(N — 1)|A17"'1AN)
= P(g(1 )|A1,Az) X P(g(N = 1)|[Ax-1, An)

=

= H (9(i)]Ai. Aisr)

Therefore, the joint probability is further decomposed as

N-1
I PV P A) T] Plg(i)]Ai Air).
Tell =1

We have developed an iterative, relaxation-like method to
find an optimal partition. Aninitial grouping is determined
given the observed local spatia relationships between each
pair of adjacent entities. Then, we adjust the grouping by
monotonically maximizing the above probability until no
improvement can be made. An implementation of this ap-
proach on the text-line segmentation is described next.

3. Text-line Segmentation Algorithm

Figure 1 gives an overview of the text-line sesgmentation
algorithm.
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Figure 1. lllustrates the processing steps of
the text-line segmentation algorithm.

3.1. Locate glyph pairs
Let G = {g1,92, --.gm} bethe set of glyphs. Each
glyph g; € G isrepresented by abounding box (z, y,w, h).

The spatial relations, (hq, wq, by, wp, d(a,b),0(a,b)), be-
tween two adjacent boxes are shown in Figure 2. We
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Figure 2. lllustrates the spatial relations be-
tween two bounding boxes.

define ¢, as the adjacent right neighbor of ¢, if b =
arg; min(dy(a,i)|i # a,z; > 24, 0,(a,i) > 0).

Let g, and ¢; be a pair of adjacent glyphs, given the
observations of their heights and widths, and the distance
and the overlaps between the pair: hg, wa, hy, wy, d(a,b),
o(a,b), we compute the probability that g, and g, belong to
the same text-line as:

o(a,b)).

For each linked pair, g; and g; 1, we associate with their
link with the probability, P(g(%)), that indicates how proba-
ble they belong to the sametext-line. At theinitial grouping
stage, alinking probability is equal to the “sameline” prob-
ability.

P(sameline(a,b)|hg, wq, hy, wp, d(a,b),

3.2. Base-ling, x-height, and skew angle

Given atext-linet; = (g1,---,gn), itsbaselineis esti-
mated using arobust estimator. We want to fit astraight line
y(z;a,b) = a + bz through a set of data points, which are



the bottom-right corner of glyph boxes. The merit function
to beminimizedis > | |y; —a— ba;|. Given aset of base-
line directions {64,602, ---,0p}, the skew angle of page is
estimated as 0,45 = median{6,,6-,---,0p}. If skew an-
gle fpq4. islarger than athreshold, the page will be rotated
by —6,a4c. Then, the processiis repeated from the begin-
ning.

For each given text-line ¢t; and the estimated baseline
(a,b), we compute the absolute deviation of glyphs from
the estimated baseline o (t;,a,b) = Y0 | lys — a — bay.
Thex-height of atext-lineis estimated by taking the median
of the distance from the top-left corner of each glyph box to
the baseline zh(t;) = median{d(z;, y;,q,b)|1 <i < N}.

Given the observations on text-line ¢;, we can compute
the likelihood that ¢; has the homogeneous property of a
text-line

P(xh(tj),o(tj,a.b))ltextline(t;)).

And this probability isused to update thelinking probability
between each pair of adjacent glyphs, ¢;, g;+1 € t;,

P(g(i)) o P(sameling(i, i + 1)|gi, git1)
x  P(zh(t;),o(t;.a,b))|textline(t;)).

3.3. Text-block formation

Given a set of text-line bounding boxes T =
{t1,t2,---,tp}, our god is to group them into a set
of horizontal text-regions R = {R:,R»,---,Rq}. Let
(z,y,w, h) represent the bounding box of thetext-linet; €
T. Thehorizontal projection of ¢; is defined as

horz-profile[k] = horz-profile[k] + 1,z < k < = + w.

The vertical projections of the left, center, and right edge of
t; are defined as:

Clﬂft[k] = Clcft[k] + 1,]&7 =
C"“'""te"[k] = C(:ﬁ‘nf,er[kf] + 1, kE=xz+ '111/2
Crignilk] = Crignalk] + 1.k =z + w

We group text-linesinto text-blocks by finding the dominant
edge clusters from the projection profiles.

3.4. Text-line splitting and merging

Given the observations on a text-line ¢ =
(91,92,---,9n) and its neighbors N(t) within the
same block, we compute the probability that ¢ is vertically
consistent, or needsto be merged or split:

P(v-consistent(t)|h(t), hx (t), hi(g), hx (g))s

where h(t) isthe height of ¢, hy (t) is the median of text-
line heightin N(¢), hi:(g) isthe median height of glyphsin
t, and h v (g) isthe median height of glyphsin N(¢). Then,
we can update the probability that apair of adjacent glyphs,
g; and g; 1, belong to the same line:

P(g(7)) x P(sameling(é,i+1)|g:, gi+1) P (v-consistent(t;)),

where g;, gi+1 € t;.

Given apair of adjacent text-linest; and ¢, withinasame
block or different blocks, we can update the linking proba-
bility between apair of glyphs g;, gi+1 € t; U ty:

P(g(i))
= P(sameine(i,i + 1)|g;, gi+1, Sameblock(i,i + 1))
x P(sameblock(i,i + 1)|sameline(i,i + 1)) (1)

4. Experimental Results

Discrete lookup tables are used to represent the esti-
mated joint and conditional probabilities used at each of the
algorithm decision steps. Wefirst quantizethe value of each
variable into afinite number of mutually exclusive states. If
Aisavariablewith states ay , - - - , a.,, then P(A) isaprob-
ability distribution over these states: P(A) = (z1,-- -, z,,)
where z; > 0 and > , 2; = 1. Here, ; is the proba-
bility of A being in state a;. If the variable B has states
bi.---, by, then P(A|B)isann x m table containing num-
bers P(a;|b;). P(A, B), the joint probability for the vari-
ables A and B, isaso an n x m table. It consists of a
probability for each configuration (a;, b;).

We applied our text-line extraction agorithm to the to-
tal of 1600 images from the UW-III Document Image
Database [6]. The numbers and percentages of miss,
fase, correct, splitting, merging and spurious detections
are shown in Table 1. Of the 105,020 ground truth text-
lines, 99.76% of them are correctly detected, and 0.08%
and 0.07% of lines are split or merged, respectively. Most
of the missing errors are dueto the rotated text.

Table 1. Performance of the text-line extrac-
tion algorithm.

Total | Correct | Split | Merge | Miss | Spurious
105020 | 104773 80 78 79 10
GT | 99.76% | 0.08 0.07 | 0.08 0.01
105019 | 104773 | 172 37 25 12
DT | 99.77% | 0.16 0.04 | 0.02 0.01

The extracted initial text line segments by merging pairs
of connected componentsareillustrated in Figure 3. We no-



tice some text lines are split while some are merged across
different text columns. Figure 4 showsthe extracted text re-
gions by grouping the edges of text segments. Finally, the
corrected text lines given the observations on text regions
are shownin Figure 5.
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Figure 3. lllustrates bounding boxes of the
initial text lines.
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Figure 4. lllustrates bounding boxes of the
text regions.
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Figure 5. lllustrates bounding boxes of the
corrected text lines.



